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#### Abstract

We exhibit, for a G-Higgs bundle on a compact complex manifold, a subspace of the second cohomology of the controlling dg Lie algebra, containing the obstructions to smoothness. For this we construct an $L_{\infty}$-morphism, which induces the Hitchin map and whose "toy version" controls the adjoint quotient morphism. This extends recent results of E. Martinengo.
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## 1. Introduction

The idea that deformation problems are controlled by differential graded Lie algebras (dgla's) has been a key guiding principle in (characteristic zero) deformation theory. This philosophy, currently subsumed in the work of J.Lurie, has been actively exploited by Deligne, Drinfeld, Gerstenhaber, Goldman-Millson, Kontsevich, Nijenhuis-Richardson, Schlessinger, Stasheff and Quillen, since the earliest days of the subject. Kontsevich argued in [14] that the formal geometry of moduli problems is governed by a richer structure: an $L_{\infty}$-algebra (strongly homotopy Lie algebra), and natural transformations between deformation functors are induced by $L_{\infty}$-morphisms of the controlling dgla's. For example, it is shown in [6] that Griffiths' period map is induced by an $L_{\infty}$-morphism. In a certain sense, an $L_{\infty}$-morphism encodes the "Taylor expansion" of a morphism of pointed formal varieties $([14, \S 4.1])$. By general deformation-theoretic arguments its linear part is a morphism of obstruction theories.

In view of this, given a pair of deformation functors and a natural transformation between them, one is confronted with the questions of identifying controlling dgla's and a corresponding $L_{\infty}$-morphism. Apart from being aesthetically pleasing, this gives additional information for the obstruction spaces of the two functors. The main result in this note is a particular example of such a setup.

Let $X$ be a compact complex manifold, and $G$ be a complex reductive Lie group of rank $N$, with Lie algebra $\mathfrak{g}$. By an $\Omega_{X}^{1}$-valued $G$-Higgs bundle (Higgs pair) on $X$ we shall mean a pair $(\mathbf{P}, \theta)$, consisting of a holomorphic principal $G$-bundle $\mathbf{P} \rightarrow X$, and a section $\theta \in H^{0}\left(X, \operatorname{ad} \mathbf{P} \otimes \Omega_{X}^{1}\right)$, satisfying $\theta \wedge \theta=0$. The Hitchin map associates to $(\mathbf{P}, \theta)$ the spectral invariants of $\theta$. After some choices, these invariants determine a point in $\mathcal{B}=\bigoplus_{d_{i}} H^{0}\left(X, S^{d_{i}} \Omega_{X}^{1}\right)$, where $d_{i}$ are the degrees of the basic $G$-invariant polynomials on $\mathfrak{g}$. For example, if $G$ is a classical group, then $\theta$ can be represented locally on $X$ by a matrix of holomorphic 1 -forms, with commuting components. Then the Hitchin map assigns to it the coefficients of its characteristic polynomial. Considering Higgs pairs on $X \times \operatorname{Spec} A$, for an Artin local ring $A$, allows one to define the Hitchin map as a natural transformation between suitable deformation functors, see Section 2.2.

If $X$ is projective ([22]) or compact Kähler ([7]) there exist actual (coarse) moduli spaces of (semi-stable) Higgs pairs with fixed topological invariants. In the projective case the Hitchin map is known to be a proper morphism to $\mathcal{B}$ $([22, \S 6])$, and if $\operatorname{dim}_{\mathbb{C}} X=1$ it determines an algebraic completely integrable Hamiltonian system ([11, 12]).

The main resluts in this note are the following two theorems.
Theorem 1.1. Let $X$ be a compact complex manifold, $G$ a complex reductive Lie group, and $\left\{p_{i}, i \in E\right\}$ homogeneous generators of $\mathbb{C}[\mathfrak{g}]^{G}, \operatorname{deg} p_{i}=d_{i}$. Let $(\mathbf{P}, \theta)$ be a $G$-Higgs bundle on $X$, and $\mathscr{C}^{\bullet}=\bigoplus_{p+q=\bullet} A^{0, p}\left(a d \mathbf{P} \otimes \Omega_{X}^{q}\right)$ its controlling dgla. Then the obstruction space $O_{D_{\text {ef }}^{\mathscr{G}}} \bullet \subset H^{2}\left(\mathscr{C}^{\bullet}\right)$ is contained in the kernel of the map

$$
\begin{aligned}
& H^{2}(\mathscr{C} \bullet \longrightarrow \bigoplus_{i \in E} H^{1}\left(X, S^{d_{i}} \Omega_{X}^{1}\right) \\
& {\left[s^{2,0}, s^{1,1}, s^{0,2}\right] \longmapsto \bigoplus_{i \in E}\left(\partial p_{i}\right)\left(s^{1,1} \otimes \theta^{d_{i}-1}\right) . }
\end{aligned}
$$

Here $\partial p_{i}$ denotes the differential of $p_{i}$, thought of as an element of $\mathfrak{g}^{\vee} \otimes$ $S^{d_{i}-1}\left(\mathfrak{g}^{\vee}\right)$.

We make some remarks about the geometrical meaning of this theorem in Section 4.2. Theorem $\mathbf{1 . 1}$ is an easy consequence of the more technical

ThEOREM 1.2. Let $X$ be a compact complex manifold, $G$ a complex reductive Lie group, and $\left\{p_{i}, i \in E\right\}$ homogeneous generators of $\mathbb{C}[\mathfrak{g}]^{G}, \operatorname{deg} p_{i}=d_{i}$. Let $(\mathbf{P}, \theta)$ be a $G$-Higgs bundle on $X$, and $\mathscr{C} \bullet=\bigoplus_{p+q=\bullet} A^{0, p}\left(a d \mathbf{P} \otimes \Omega_{X}^{q}\right)$ its controlling dgla. Let $\mathbf{p}_{0}: \overline{S^{\bullet}(\mathscr{C} \bullet)} \rightarrow \overline{S^{\bullet}\left(A^{0, \bullet}\left(a d \mathbf{P} \otimes \Omega_{X}^{1}\right)\right)}$ be the homomorphism induced by $\bigoplus_{p, q} s^{p, q} \mapsto s^{1, q} \in A^{0, q}\left(a d \mathbf{P} \otimes \Omega_{X}^{1}\right)$. Then the collection of maps

$$
\bigoplus_{i} h_{k}^{d_{i}}=\bigoplus_{i}\left(\partial^{k} p_{i}\right)\left(-\otimes \theta^{d_{i}-k}\right) \circ \mathbf{p}_{0}: \quad S^{k}(\mathscr{C} \bullet[1]) \longrightarrow \bigoplus_{i} A^{0, \bullet}\left(S^{d_{i}} \Omega_{X}^{1}\right)
$$

$$
\begin{aligned}
& \bigoplus_{p_{1}, q_{1}} s_{1}^{p_{1}, q_{1}} \cdot \bigoplus_{p_{2}, q_{2}} s_{2}^{p_{2}, q_{2}} \cdot \ldots \cdot \bigoplus_{p_{k}, q_{k}} s_{k}^{p_{k}, q_{k}} \\
& \longmapsto \bigoplus_{i} \sum_{q_{1}, \ldots, q_{k}}\left(\partial^{k} p_{i}\right)\left(s_{1}^{1, q_{1}} \otimes \ldots \otimes s_{k}^{1, q_{k}} \otimes \theta^{d_{i}-k}\right)
\end{aligned}
$$

for all $k \geq 1$, induces an $L_{\infty}$-morphism

$$
h_{\infty}: \mathscr{C}^{\bullet}=\bigoplus_{p+q=\bullet} A^{0, p}\left(a d \mathbf{P} \otimes \Omega_{X}^{q}\right) \rightarrow \mathscr{B}^{\bullet}=\bigoplus_{i \in E} A^{0, \bullet}\left(S^{d_{i}} \Omega_{X}^{1}\right)[-1]
$$

The natural transformation of deformation functors, induced by $h_{\infty}$ is the Hitchin map: $\operatorname{Def}\left(h_{\infty}\right)=H$ under the identifications $D e f_{\mathscr{B}} \bullet \simeq \operatorname{Def} f_{H(E, \theta)}$ and $\operatorname{Def}_{\mathscr{C}} \bullet \simeq \operatorname{Def}_{(\mathbf{P}, \theta)}$.

The content of this note is organised as follows. In Section 2 we discuss dgla's and $L_{\infty}$-algebras, and give some examples. In Section 3 we study a Lie-algebraic "toy model" for the Hitchin map. For that, we fix homogeneous generators of $\mathbb{C}[\mathfrak{g}]^{G}$, which allows us to identify the adjoint quotient morphism $\mathfrak{g} \rightarrow \mathfrak{g} / / G$ with a polynomial map $\chi: \mathfrak{g} \rightarrow \mathbb{C}^{N}$. We associate to a fixed $v \in \mathfrak{g}$ a pair of (very simple) dgla's, $C^{\bullet}$ and $B^{\bullet}(2.3,3.1)$, whose MaurerCartan functors satisfy $\mathrm{MC}_{C} \bullet \mathfrak{g}, \mathrm{MC}_{B} \bullet=\mathbb{C}^{N}$. Motivated by [14, §4.2] we construct an $L_{\infty}$-morphism $h_{\infty}: C^{\bullet} \rightarrow B^{\bullet}$, such that $\mathrm{MC}\left(h_{\infty}\right)=\chi$ (after some identifications).

A suitable modification of $h_{\infty}$ gives an $L_{\infty}$-description of the Hitchin map, described in Section 4.1, where we prove Theorem 1.2. That in turn gives information about obstructions to smoothness for the functor $\operatorname{Def}_{\mathscr{C}} \bullet$. These are considered in Section 4.2, together with the proof of Theorem 1.1. For details about obstruction calculus we refer to [5] and [18].

Our results are the natural generalisation of $[19, \S 7]$, where the case of $G=G L(n, \mathbb{C})$ is treated by ingenuous use of powers and traces of matrices.

## 2. Preliminaries

### 2.1. Notation and Conventions

The ground field is $\mathbb{C}$. We denote by $\mathrm{Art}_{\mathbb{C}}$ the category of local Artin $\mathbb{C}$-algebras with residue field $\mathbb{C}$, and denote by $\mathfrak{m}_{A}$ the maximal ideal of $A \in$ Art $_{\mathbb{C}}$. We denote by Fun(Art $\mathbb{C}_{\mathbb{C}}$, Sets) the category of functors from Art $\mathbb{C}_{\mathbb{C}}$ to Sets, and use "morphism of functors" and "natural transformations" interchangeably. We use the standard acronym "dgla" for a "differential graded Lie algebra". If $V^{\bullet}$ is a graded vector space, we denote by $V[n]$ its shift by $n$, i.e., $V[n]^{i}=$ $V^{n+i}$. We denote by $T(V)$ the tensor algebra and by $S(V)=\bigoplus_{k \geq 0} S^{k}(V)$ the symmetric algebra of a (graded) vector space $V$. The same notation is used for
the underlying vector spaces of the corresponding coalgebras, but we use $S_{c}(V)$ and $T_{c}(V)$ when we want to emphasise the coalgebra structure. The reduced symmetric, resp. tensor (co)algebra is denoted $\overline{S(V)}=\bigoplus_{k \geq 1} S^{k}(V)$, resp. $\overline{T(V)}$. We denote by $\cdot$ the multiplication in $S(V)$. By $S(k, n-k)$ we denote the ( $k, n-k$ ) unshuffles: the permutations $\sigma \in \Sigma_{n}$, satisfying $\sigma(i)<\sigma(i+1)$ for all $i \neq k$.

Next, $G$ is a complex reductive Lie group of rank $N$ and $\mathfrak{g}=\operatorname{Lie}(G)$. We use fixed homogeneous generators, $\left\{p_{i}, i \in E\right\}$, of the ring of $G$-invariant polynomials on $\mathfrak{g}$. The degrees of the invariant polynomials are $d_{i}=\operatorname{deg} p_{i}$, so the exponents of $\mathfrak{g}$ are $d_{i}-1$. The adjoint quotient map will always be given in terms of this basis, i.e., $\chi: \mathfrak{g} \rightarrow \mathbb{C}^{N} \simeq \mathfrak{g} / / G$.

The base manifold $X$ is assumed to be compact and complex. For a holomorphic principal bundle, $\mathbf{P}$, we denote by adP its associated bundle of Lie algebras, $\operatorname{ad} \mathbf{P}=\mathbf{P} \times$ ad $\mathfrak{g}$. We denote by $\Omega_{X}^{p}$ the sheaf of holomorphic $p$-forms on $X$, and by $A^{p, q}$ the global sections of the sheaf $\mathscr{A}^{p, q}$ of complex differential forms of type $(p, q)$.

We use $\mathcal{B}$ for the Hitchin base, $\mathscr{B}^{\bullet}$ for the abelian dgla governing the deformations of an element of $\mathcal{B}$, and $B^{\bullet}:=\mathbb{C}^{N}[-1]$ for the "toy model" of $\mathscr{B}^{\bullet}$, see Section 2.3. We use $\mathscr{C}^{\bullet}$ for the dgla controlling the deformations of a Higgs pair $(\mathbf{P}, \theta)$ (see Section 2.2) and $C^{\bullet}$ for its "toy version" $\mathfrak{g} \otimes \mathbb{C}[\varepsilon] / \varepsilon^{2}$.

### 2.2. Differential Graded Lie Algebras

Since there exist numerous introductory references for this material ( $[8,9,16$, $17,18]$ ), we present here only the basic definitions, without attempting to motivate them in any way. A differential graded Lie algebra (dgla) is a triple $\left(\mathscr{C}^{\bullet}, d,[],\right)$. Here $\mathscr{C}^{\bullet}=\bigoplus_{i \in \mathbb{N}} \mathscr{C}^{i}[-i]$ is a graded vector space, endowed with a bracket [, ]: $\mathscr{C}^{i} \times \mathscr{C}^{j} \rightarrow \mathscr{C}^{i+j}$. The bracket is graded skew-symmetric and satisfies a graded Jacobi identity. Finally, $d: \mathscr{C} \rightarrow \mathscr{C}[1]$ is a differential $\left(d^{2}=0\right)$, which is a degree 1 derivation of the bracket. To a dgla $\mathscr{C}^{\bullet}$ we associate a Maurer-Cartan functor $\mathrm{MC}_{\mathscr{C}} \bullet:$ Art $_{\mathbb{C}} \rightarrow$ Sets,

$$
\operatorname{MC}_{\mathscr{C}} \cdot(A)=\left\{u \in \mathscr{C}^{1} \otimes \mathfrak{m}_{A} \left\lvert\, d u+\frac{1}{2}[u, u]=0\right.\right\}
$$

and a deformation functor $\operatorname{Def}_{\mathscr{C}} \bullet: \operatorname{Art}_{\mathbb{C}} \rightarrow$ Sets,

$$
\operatorname{Def}_{\mathscr{C}} \bullet(A)=\operatorname{MC}_{\mathscr{C}} \bullet(A) / \exp \left(\mathscr{C}^{0} \otimes \mathfrak{m}_{A}\right)
$$

The (gauge) action of $\exp \left(\mathscr{C}^{0} \otimes \mathfrak{m}_{A}\right)$ on $\mathscr{C}^{1} \otimes \mathfrak{m}_{A}$ is given by

$$
\begin{equation*}
\exp (\lambda): u \mapsto \exp (\operatorname{ad} \lambda)(u)+\frac{I-\exp (\operatorname{ad} \lambda)}{\operatorname{ad} \lambda}(d \lambda) \tag{1}
\end{equation*}
$$

Often $\mathrm{MC}_{\mathscr{C}} \bullet(A)$ is considered as the set of objects of a groupoid (the Deligne groupoid), which is the action groupoid for the gauge action on $\mathrm{MC}_{\mathscr{C}} \cdot(A)([8$, §2.2]).

### 2.3. Examples

Deformation problems are described by deformation functors Def : Art $_{\mathbb{C}} \rightarrow$ Sets, and we say that a problem is governed (controlled) by a dgla $\mathscr{C}^{\bullet}$, if there exists an isomorphism $\operatorname{Def}_{\mathscr{C}} \bullet \simeq$ Def. A compendium of examples can be found in $[16, \S 1]$, or in $[20]$. The controlling dgla is by no means unique, but quasiisomorphic dgla's have isomorphic deformation functors ([16, Corollary 3.2]). We give now a minimalistic (abelian) example, which will be used later.

Let $V$ be a finite-dimensional vector space, and $\xi \in V$. We consider the functor $\operatorname{Def}_{\xi, V}:$ Art $_{\mathbb{C}} \rightarrow$ Sets of embedded deformations of $\xi \in V$. That is, for any $A \in$ Art $_{\mathbb{C}}$,
$\operatorname{Def}_{\xi, V}(A)=\left\{\sigma \in V \otimes A \mid \sigma=\xi \bmod \mathfrak{m}_{A}\right\}=\{\xi\}+V \otimes \mathfrak{m}_{A} \subset V \otimes A$,
with the obvious map on morphisms. Then $V[-1]$, a dgla with trivial bracket and trivial differentials, concentrated in degree 1 , controls the deformation problem. Indeed, $\operatorname{MC}_{V[-1]}(A) \equiv \operatorname{Def}_{V[-1]}(A)=V \otimes \mathfrak{m}_{A}$, which we write as $\mathrm{MC}_{V[-1]}=V=\operatorname{Def}_{V[-1]}$. The bijection $\operatorname{Def}_{V[-1]}(A) \simeq \operatorname{Def}_{\xi, V}(A), s \mapsto \xi+s$, induces an isomorphism of functors $\operatorname{Def}_{V[-1]} \simeq \operatorname{Def}_{\xi, V}$.

Suppose now $X$ is Kähler, and $V=H^{0}(X, F)$, for a holomorphic vector bundle $F \rightarrow X$, with $h^{i}(F)=0$ for $i \geq 1$. It is then easy to see that $\operatorname{Def}_{\xi, H^{0}(F)}$ is isomorphic to the deformation functor of the abelian dgla $\left(A^{0, \bullet}(F)[-1], \bar{\partial}_{F}\right)$, where $\bar{\partial}_{F}$ is the Dolbeault operator of $F$. The isomorphism is induced by the canonical inclusion $H^{0}(X, F) \subset A^{0,0}(X, F) \subset A^{0, \bullet}(F)[-1]^{1}$. The existence of such an inclusion relies on Hodge theory (see [10, Chapter $0 \S 6$, Chapter $1 \S 2]$ ), and this is where we use the Kähler condition. To prove that the two dglas $H^{0}(X, F)[-1]$ and $\left(A^{0, \bullet}(F)[-1], \bar{\partial}_{F}\right)$ are quasi-isomorphic, one can use the Hodge decomposition and follow the general setup from [9, §2] or [13].

We denote by $\operatorname{Def}_{\xi}$ the functor of deformations of a section $\xi \in H^{0}(X, F)$. It is isomorphic to the deformation functor of $\left(A^{0, \bullet}(F)[-1], \bar{\partial}_{F}\right)$ on an arbitrary $X$ and without the vanishing condition. There is a natural morphism $\operatorname{Def}_{\xi, H^{0}(F)} \rightarrow \operatorname{Def}_{\xi}$.

We reserve special notation for two instances of this example, namely $B^{\bullet}:=$ $\mathbb{C}^{N}[-1]$ and $\mathscr{B}^{\bullet}:=\left(\oplus_{i} A^{0, \bullet}\left(S^{d_{i}} \Omega_{X}^{1}\right)[-1], \bar{\partial}_{X}\right)$. We also use for the Hitchin base $\mathcal{B}=\bigoplus_{i} H^{0}\left(X, S^{d_{i}} \Omega_{X}^{1}\right)$.

### 2.4. L-infinity algebras: Motivation

The notion of $L_{\infty}$-algebra (strongly homotopy Lie algebra, Sugawara algebra) generalises the notion of a dgla by relaxing the Jacoby identity, and allowing
it be satisfied only "up to homotopy" ("BRST-exact term"), determined by "higher brackets". For a detailed motivation to this (somewhat technical) subject and its applications to geometry and physics we refer to $[14,15,20]$ and the references therein. Here we make some non-rigorous remarks along the lines of $[14, \S 4]$ and give the precise definitions (following [17, Chapter VIII]) in the next subsection.

Suppose that we want to study (algebraically) a formal neighbourhood of $0 \in V$, where $V$ is a (possibly infinite-dimensional) vector space. One way to do this is to consider the reduced cofree cocommutative coassociative coalgebra, cogenerated by $V$, that is, $\overline{C(V)}=\bigoplus_{n \geq 1}\left(V^{\otimes n}\right)^{\Sigma_{n}} \subset \overline{T_{c}(V)}$. Indeed, if $V$ is finite-dimensional, then $\overline{C(V)}^{\vee}$ is the maximal ideal of the algebra of formal power series. Next, a morphism $\overline{C(V)} \rightarrow \overline{C(W)}$ is determined, by the universal property of cofree coalgebras, by a linear map $h: \overline{C(V)} \rightarrow W$, with homogeneous components $h^{(n)}:\left(V^{\otimes n}\right)^{\Sigma_{n}} \rightarrow W$, which are closely related to the Taylor coefficients of $h$. Indeed, the Taylor coefficients of $h$ are symmetric multilinear maps $h_{n}=\partial^{n} h: V^{\otimes n} \rightarrow W$. They factor through the quotient $S^{n}(V)$, and are carried to $h^{(n)}$ under the identification $S^{n}(V) \simeq\left(V^{\otimes n}\right)^{\Sigma_{n}}$. All of this can be done with graded vector spaces as well.

An $L_{\infty}$-structure on a graded vector space $V^{\bullet}$ is the data of a degree +1 coderivation $Q$ of the coalgebra $\overline{C_{c}(V[1])}$, satisfying $Q^{2}=0$, i.e., a codifferential. This is thought of as an odd vector field on the formal graded manifold ( $V[1], 0$ ). Its Taylor coefficients $q_{n}=\partial^{n} Q: \overline{S_{c}^{n}(V[1])} \rightarrow V[1]$ can be considered, by the décalage isomorphism $S^{n}(V[1]) \simeq \Lambda^{n}(V)[n]$, as maps $\mu_{n} \in \operatorname{Hom}^{2-n}\left(\Lambda^{n} V^{\bullet}, V^{\bullet}\right)$.

### 2.5. L-infinity algebras: Definitions

An $L_{\infty}$-algebra structure $\left(V^{\bullet}, q\right)$ on a graded vector space $V^{\bullet}$ is a collection of linear maps $q_{k} \in \operatorname{Hom}^{1}\left(S_{c}^{k}(V[1]), V[1]\right), k \geq 1$, such that the natural extension of $q=\sum_{k} q_{k}$ to a degree +1 coderivation $Q$ on $\overline{S_{c}(V[1])}$ is a codifferential, i.e., $Q^{2}=0$. We recall ([17, Corollary VIII.34]) that

$$
Q\left(v_{1} \cdot \ldots \cdot v_{n}\right)=\sum_{k=1}^{n} \sum_{\sigma \in S(k, n-k)} \epsilon(\sigma) q_{k}\left(v_{\sigma(1)} \cdot \ldots \cdot v_{\sigma(k)}\right) \cdot v_{\sigma(k+1)} \cdot \ldots \cdot v_{\sigma(n)}
$$

A dgla is an $L_{\infty}$-algebra with $q_{1}(a)=-d a, q_{2}(a \cdot b)=(-1)^{\operatorname{deg} a}[a, b]$, and $q_{k}=0$ for $k \geq 3$. To an $L_{\infty}$-algebra $\left(V^{\bullet}, q\right)$ one associates a Maurer-Cartan functor $\mathrm{MC}_{V} \cdot:$ Art $_{\mathbb{C}} \rightarrow$ Sets

$$
\operatorname{MC}_{V}(A)=\left\{u \in V^{1} \otimes \mathfrak{m}_{A} \left\lvert\, \sum_{k \geq 1} \frac{q_{k}\left(u^{k}\right)}{k!}=0\right.\right\}
$$

and a deformation functor $\operatorname{Def}_{V} \bullet, \operatorname{Def}_{V}(A)=\operatorname{MC}_{V}(A) / \sim_{\text {homotopy }}$. We refer to $[17, \mathrm{IX}]$ and $[16, \S 5]$ for the definition of homotopy equivalence between two Maurer-Cartan elements. We do not give it here, since we shall work only with dgla's considered as $L_{\infty}$-algebras, and for these gauge equivalence coincides with homotopy equivalence, see [16, Theorem 5.5].

A morphism $h_{\infty}:(V, q) \rightarrow(W, \hat{q})$ between two $L_{\infty}$-algebras is a sequence of linear maps $h_{k} \in \operatorname{Hom}^{0}\left(S_{c}^{k} V[1], W[1]\right), k \geq 1$, for which the induced coalgebra morphism $H: \overline{S_{c} V[1]} \rightarrow \overline{S_{c} W[1]}$ is a chain map, i.e., satisfies $H \circ Q=\widehat{Q} \circ H$. If we denote the components of $Q$ and $H$ by $Q_{k}^{n}: S_{c}^{k}(V) \rightarrow S_{c}^{n}(V)$ and $H_{k}^{n}$, respectively, then the morphism condition reads

$$
\sum_{a=1}^{\infty} h_{a} \circ Q_{k}^{a}=\sum_{a=1}^{\infty} \hat{q}_{a} \circ H_{k}^{a}
$$

for all $k \in \mathbb{N}$.
We emphasise that the category of dgla's is a subcategory of the category of $L_{\infty}$-algebras, but it is not full. For a dgla the only possibly non-zero components of $Q$ are $Q_{k}^{k}, k \geq 1$ and $Q_{k}^{k-1}, k>1$. For an abelian dgla $q_{2}=0=Q_{k}^{k-1}$. We spell out the condition for an $L_{\infty}$-morphism $h_{\infty}:(V, q) \rightarrow(W, \hat{q})$ from a dgla to an abelian dgla. The $\left\{h_{k}\right\}$ determine an $L_{\infty}$-morphism if

$$
\begin{equation*}
h_{1} \circ q_{1}=\hat{q}_{1} \circ h_{1} \tag{2}
\end{equation*}
$$

which says that $h_{1}$ is a morphism of complexes, and

$$
\begin{equation*}
h_{k} \circ Q_{k}^{k}+h_{k-1} \circ Q_{k}^{k-1}=\hat{q}_{1} \circ h_{k}, k \geq 2 . \tag{3}
\end{equation*}
$$

The last condition, when evaluated on homogeneous elements $s_{1}, \ldots, s_{k}$ reads

$$
\begin{gather*}
h_{k}\left(-\sum_{\sigma \in S(1, k-1)} \varepsilon(\sigma) d\left(s_{\sigma_{1}}\right) \cdot s_{\sigma_{2}} \cdot \ldots \cdot s_{\sigma_{k}}\right)+  \tag{4}\\
h_{k-1}\left(\sum_{\sigma \in S(2, k-2)} \varepsilon(\sigma)(-1)^{\left.\operatorname{deg} s_{\sigma_{1}}\left[s_{\sigma_{1}}, s_{\sigma_{2}}\right] \cdot s_{\sigma_{3}} \cdot \ldots \cdot s_{\sigma_{k}}\right)=}\right. \\
-d h_{k}\left(s_{1} \cdot \ldots \cdot s_{k}\right) .
\end{gather*}
$$

It expresses the failure of $h_{k-1}$ to preserve the bracket in terms of a homotopy given by $h_{k}$. Finally, $(V, q) \mapsto \mathrm{MC}_{V}$ determines a functor MC : $L_{\infty} \rightarrow$ Fun(Art ${ }_{C}$, Sets), whose action on morphisms is given by sending an $L_{\infty}$-morphism $h_{\infty} \in \operatorname{Hom}_{L_{\infty}}(V, W)$ to a natural transformation $\mathrm{MC}\left(h_{\infty}\right)$ : $\mathrm{MC}_{V} \rightarrow \mathrm{MC}_{W}$, and, for each $A \in \mathrm{Art}_{\mathbb{C}}$,

$$
\begin{equation*}
\operatorname{MC}\left(h_{\infty}\right)(A): M C_{V}(A) \ni x \longmapsto \sum_{k=1}^{\infty} \frac{1}{k!} h_{k}\left(x^{k}\right) \in \operatorname{MC}_{W}(A) \tag{5}
\end{equation*}
$$

This descends to a natural transformation $\operatorname{Def}\left(h_{\infty}\right): \operatorname{Def}_{V} \rightarrow \operatorname{Def}_{W}$. For more details, see, e.g., [17].

### 2.6. Deformation functors for Higgs bundles

As already stated, for us a Higgs bundle (Higgs pair) is a pair $(\mathbf{P}, \theta), \theta \in$ $H^{0}\left(X, \operatorname{ad} \mathbf{P} \otimes \Omega_{X}^{1}\right), \theta \wedge \theta=0$. We use the term L-valued Higgs bundle if instead $\theta \in H^{0}(X, \operatorname{ad} \mathbf{P} \otimes L)$, for some vector bundle $L \rightarrow X$ (as in $\left.[4, \S 17]\right)$.

Infinitesimal deformations of Higgs bundles have been studied extensively. Biswas and Ramanan ([2]) discussed the functor of deformations $\operatorname{Def}_{(\mathbf{P}, \theta)}$ of a Higgs pair $(\mathbf{P}, \theta)$ for $\operatorname{dim} X=1$, and identified a deformation complex, while in [1] a deformation complex is given for $G=G L(n, \mathbb{C})$ and a higherdimensional (varying) base $X$. For arbitrary (fixed) compact Kähler $X$ and arbitrary reductive $G$, the dgla controlling the deformations of $(\mathbf{P}, \theta)$ is

$$
\begin{equation*}
\mathscr{C} \bullet=\bigoplus_{p+r=\bullet} A^{0, p}\left(X, \operatorname{ad} \mathbf{P} \otimes \Omega_{X}^{r}\right) \tag{6}
\end{equation*}
$$

with differential $\bar{\partial}_{\mathbf{P}}+\operatorname{ad} \theta$, see $[23, \S 9],[21, \S 2],[22, \S 10]$. The complex $\mathscr{C} \bullet$ is the Dolbeault resolution of the complex from [1, 2]. For the case of $G=G L(n, \mathbb{C})$ and $L$-valued pairs, one replaces $\Omega_{X}^{q}$ with $\Lambda^{q}(L)$, see [19]. We note that the isomorphism $\operatorname{Def}_{\mathscr{C}} \cdot(A) \simeq \operatorname{Def}_{(P, \theta)}(A)$ is obtained by mapping $\left[\left(s^{1,0}, s^{0,1}\right)\right]$ to $\left(\operatorname{ker}\left(\bar{\partial}+s^{0,1}\right), \theta+s^{1,0}\right)$, see $[1,19,22]$.

We set $H(P, \theta):=\chi(\theta) \equiv \oplus_{i} p_{i}(\theta) \in \mathcal{B}$. Using the notation from $\S 2.3$, define the (infinitesimal) Hitchin map as a morphism (natural transformation) of deformation functors

$$
H: \operatorname{Def}_{(\mathbf{P}, \theta)} \rightarrow \operatorname{Def}_{H(\mathbf{P}, \theta)}
$$

by $H(A)\left(P_{A}, \theta_{A}\right)=\chi\left(\theta_{A}\right), A \in \operatorname{Art}_{\mathbb{C}}$, and the obvious map on morphisms. See also [2, Remark 2.8 (iv)] or $[4, \S 17.7]$. While the two deformation functors at hand are controlled by dgla's

$$
\begin{equation*}
\operatorname{Def}_{\mathscr{B} \bullet} \simeq \operatorname{Def}_{H(E, \theta)} \text { and } \operatorname{Def}_{\mathscr{C}} \bullet \simeq \operatorname{Def}_{(\mathbf{P}, \theta)} \tag{7}
\end{equation*}
$$

$H$ is not a dgla morphism, unless $G=\left(\mathbb{C}^{\times}\right)^{N}$, since it is not even linear. It is, however, induced by an $L_{\infty}$-morphism, as we intend to show.

In this note we are concerned with infinitesimal considerations only, but we remark that the coarse moduli spaces of semi-stable Higgs bundles (whenever they exist) carry an amazingly rich geometry. We refer to [4, 11, 12, 21, 22, 23] for insight and discussion of global questions.

## 3. The Adjoint Quotient in L-infinity terms

### 3.1. Toy Model

If one sees the Hitchin map $H$ as a "global analogue" of the adjoint quotient $\chi: \mathfrak{g} \rightarrow \mathbb{C}^{N} \simeq \mathfrak{g} / / G$, then the Higgs field $\theta$ should be regarded as a "global analogue" of an element $v \in \mathfrak{g}$. In the present section we describe the morphism $\chi$ in $L_{\infty}$ terms, and in Section 4 we modify suitably this "toy model" to obtain an $L_{\infty}$-description of $H$.

Consider first the dgla $C^{\bullet}:=\mathfrak{g} \otimes \mathbb{C}[\varepsilon] / \varepsilon^{2}=\mathfrak{g} \oplus \mathfrak{g}[-1]$, with differential $d_{0}=\varepsilon \operatorname{ad} v$. Since $d_{1}=0$ and $\left[C^{1}, C^{1}\right]=0$, we have $\mathrm{MC}_{C} \bullet=\mathfrak{g}$, i.e., $\mathrm{MC}_{C} \bullet(A)=$ $\mathfrak{g} \otimes \mathfrak{m}_{A}$, for all $A \in$ Art $_{\mathbb{C}}$. Moreover, the formula (1) for the gauge action reduces to $(\lambda, a) \mapsto e^{\text {ad } \lambda}(v+a)-v$. We also recall from $\S 2.3$ the dgla $B^{\bullet}=\mathbb{C}^{N}[-1]$, with $\mathrm{MC}_{B} \bullet=\mathbb{C}^{N}$. To see why is it appropriate to consider $C^{\bullet}$, we introduce the functor $\operatorname{Def}_{v, \mathfrak{g}, G}: \operatorname{Art}_{\mathbb{C}} \rightarrow$ Sets,

$$
\operatorname{Def}_{v, \mathfrak{g}, G}(A)=\operatorname{Def}_{v, \mathfrak{g}}(A) / \exp \left(\mathfrak{g} \otimes \mathfrak{m}_{A}\right),
$$

with the obvious transformation under morphisms of the coefficient ring. That is, $\operatorname{Def}_{v, \mathfrak{g}, G}(A)$ is the quotient of the affine subspace $\{v\}+\mathfrak{g} \otimes \mathfrak{m}_{A} \subset \mathfrak{g} \otimes A$ under the natural affine action of $\exp \left(\mathfrak{g} \otimes \mathfrak{m}_{A}\right)([8, \S 4.2])$, which we briefly recall. There is a natural Lie bracket on $\mathfrak{g} \otimes A$, obtained by extending the bracket on $\mathfrak{g}$. The adjoint action of $G$ on $\mathfrak{g}$ extends to an action on $\exp \left(\mathfrak{g} \otimes \mathfrak{m}_{A}\right)$, and we denote by $G_{A}$ the semidirect product $\exp \left(\mathfrak{g} \otimes \mathfrak{m}_{A}\right) \rtimes G$. More intrinsically, if we consider $G$ as the group of $\mathbb{C}$-points of a $\mathbb{C}$-algebraic group $\mathbf{G}$, then $G_{A}=\mathbf{G}(A)$. The subgroup $\exp \left(\mathfrak{g} \otimes \mathfrak{m}_{A}\right) \subset G_{A}$ acts, via the adjoint representation, on $\mathfrak{g} \otimes A$, and preserves the affine subspace $\{v\}+\mathfrak{g} \otimes \mathfrak{m}_{A}$. The affine action on $\mathfrak{g} \otimes \mathfrak{m}_{A}$ is $(\lambda, a) \mapsto e^{\mathrm{ad} \lambda}(v+a)-v$.

Thus we have a bijection $\operatorname{Def}_{C} \bullet(A) \simeq \operatorname{Def}_{v, \mathfrak{g}, G}(A), a \mapsto v+a$ which induces an isomorphism $\operatorname{Def}_{C} \bullet \simeq \operatorname{Def}_{v, \mathfrak{g}, G}$, as all constructions are natural in the coefficient ring. Notice that $H^{0}\left(C^{\bullet}\right)$ is the centraliser of $v \in \mathfrak{g}$, so the functor $\operatorname{Def}_{C} \cdot$ need not be representable. However, we have the following:
Proposition 3.1. Let $\mathcal{K} \subset \mathfrak{g}$ be a linear complement to $\operatorname{Im}\left(a d_{v}\right) \subset \mathfrak{g}$, and let $\widehat{\mathcal{O}}_{(\mathcal{K}, 0)}$ be its completed local ring at the origin. Then the functor $\operatorname{Hom}_{a l g}\left(\widehat{\mathcal{O}}_{K, 0},\right)$ is a hull for Def $_{C}$ •
Proof. By [9, Theorem 1.1], if a dgla $C^{\bullet}$ is equipped with a splitting and has finite-dimensional $H^{k}(C \bullet), k=0,1$, then it admits a hull $K u r \rightarrow \operatorname{Def}_{C} \bullet$ by formal Kuranishi theory. In [9, Theorem 2.3] it is shown that under certain topological conditions $\operatorname{Kur}=\operatorname{Hom}_{\text {alg }}\left(\widehat{\mathcal{O}}_{(\mathcal{K}, 0)}\right.$, $)$, where $(\mathcal{K}, 0)$ is the germ of a complex-analytic space (Kuranishi space) and $\widehat{\mathcal{O}}$ is its completed local ring. In our case, $C^{1}=\mathfrak{g}, d_{1}=0$ and $\left[C^{1}, C^{1}\right]=0$, so by $[9$, Theorems 2.6 and 1.1] $\mathcal{K}$ exists and can be taken to be any linear complement to the coboundaries, i.e., any linear complement $\operatorname{Imad}_{v} \subset \mathfrak{g}$.

Our next step is to construct an $L_{\infty}$-morphism $h_{\infty}: C^{\bullet} \rightarrow B^{\bullet}=\mathbb{C}^{N}[-1]$, such that $\mathrm{MC}\left(h_{\infty}\right): \mathrm{MC}_{C} \bullet=\mathfrak{g} \rightarrow \mathrm{MC}_{B} \bullet=\mathbb{C}^{N}$ gives the adjoint quotient. This involves two ingredients. First, as $\chi$ is given by homogeneous polynomials, Taylor's formula can be expressed conveniently by polarisation. Second, the derivatives of $G$-invariant polynomials satisfy extra relations. We discuss these technical properties in Section 3.2, and construct the promised $L_{\infty}$-morphism in Section 3.3.

### 3.2. Polarisation and Invariant Polynomials

Let $V$ be a finite-dimensional vector space. We have, for each $d, k \in \mathbb{N}$, a linear map

$$
\mathscr{P}_{d}^{k, d-k}=\partial^{k}: S^{d}\left(V^{\vee}\right) \longrightarrow T^{k}\left(V^{\vee}\right)^{\Sigma_{k}} \otimes S^{d-k}\left(V^{\vee}\right), p \mapsto \partial^{k} p
$$

That is,

$$
\mathscr{P}_{d}^{k, d-k}(p)\left(X_{1} \otimes \ldots \otimes X_{k} \otimes v_{1} \cdot \ldots \cdot v_{d-k}\right)=\mathcal{L}_{X_{1}} \ldots \mathcal{L}_{X_{k}}(p)\left(v_{1} \cdot \ldots \cdot v_{d-k}\right)
$$

where $\mathcal{L}_{X}$ denotes Lie derivative. Differently put, $\mathscr{P}_{d}^{k, d-k}(p)\left(X_{1} \otimes \ldots \otimes X_{k} \otimes\right.$ $\left.v^{d-k}\right)$ is the coefficient in front of $t_{1} \ldots t_{k}$ in the Taylor expansion of $p(v+$ $\left.\sum t_{i} X_{i}\right)$. For example, if $V=\mathfrak{g l}(r, \mathbb{C})$ and $p(A)=\operatorname{tr} A^{d}$, then

$$
\mathscr{P}_{d}^{k, d-k}(p)\left(X_{1} \otimes \ldots \otimes X_{k} \otimes A^{d-k}\right)=\frac{d!}{(d-k)!} \operatorname{tr}\left(X_{1} \ldots X_{k} A^{d-k}\right)
$$

In particular, $\mathscr{P}_{d}^{d, 0}=\partial^{d}: S^{d}\left(V^{\vee}\right) \simeq\left(V^{\vee \otimes d}\right)^{\Sigma_{d}}$ is the usual polarisation map, identifying $\Sigma_{d}$ invariants and coinvariants, and $p(X)=\frac{1}{d!} \partial^{d} p\left(X^{\otimes d}\right)$. More generally,

$$
\left(\partial^{k} p\right)\left(X_{1} \otimes \ldots \otimes X_{k} \otimes v^{d-k}\right)=\frac{1}{(d-k)!}\left(\partial^{d} p\right)\left(X_{1} \otimes \ldots \otimes X_{k} \otimes v^{\otimes d-k}\right)
$$

and by Taylor's formula

$$
\begin{equation*}
p(v+X)-p(v)=\sum_{k=1}^{\infty} \frac{1}{k!}\left(\partial^{k} p\right)\left(X^{\otimes k} \otimes v^{d-k}\right) \tag{8}
\end{equation*}
$$

We prove two technical lemmas.
Lemma 3.2. Let $p \in \mathbb{C}[\mathfrak{g}]^{G}$ be a homogeneous $G$-invariant polynomial of degree d. Then $(\partial p)\left(a d_{X}(v) \otimes v^{d-1}\right)=0$, for all $v, X \in \mathfrak{g}$.

Proof. The statement that $\left.\frac{d}{d t} p\left(v+\operatorname{tad}_{X}(v)\right)\right|_{t=0}=0$ is just an infinitesimal form of the $G$-invariance of $p$. Alternatively, one can write the above expression as $\frac{1}{(d-1)!}$ times

$$
\left(\partial^{d} p\right)\left(\operatorname{ad}_{X}(v) \otimes v^{\otimes d-1}\right)=\left.\frac{1}{d} \frac{d}{d t}\left(\partial^{d} p\left(\left(A d\left(e^{t X}\right) v\right)^{\otimes d}\right)\right)\right|_{t=0}=0
$$

Lemma 3.3. Let $V=\bigoplus_{i=0}^{k-1} V_{i}, F \in T^{d}\left(V^{\vee}\right)^{\Sigma}$, and $L \in \prod_{i} G L\left(V_{i}\right)$. The decomposition of $V$ induces a decomposition of $S^{d}\left(V^{\vee}\right)$, indexed by ordered partitions of $d$ of length $k$. The projection of $F \circ\left(L \otimes 1^{\otimes d-1}\right)$ onto the subspace corresponding to $(d-k+1,1, \ldots, 1)$ maps $v \otimes X_{1} \otimes \ldots \otimes X_{k-1}$ to

$$
\begin{gathered}
\frac{d!}{(d-k)!} F\left(L(v) \otimes X_{1} \otimes \ldots \otimes X_{k-1} \otimes v^{\otimes d-k}\right)+ \\
\sum_{\sigma \in S(1, k-2)} \frac{d!}{(d-k+1)!} F\left(L\left(X_{\sigma(1)}\right) \otimes X_{\sigma(2)} \otimes \ldots \otimes X_{\sigma(k)} \otimes v^{\otimes d-k}\right)
\end{gathered}
$$

Proof. The proof amounts to expanding $F\left(L\left(v+\sum_{i} X_{i}\right), v+\sum_{i} X_{i}, \ldots, v+\right.$ $\sum_{i} X_{i}$ ) in powers of $X_{i}$, and counting the number of terms, containing exactly one of each $X_{i}$.

Corollary 3.4. Let $p \in \mathbb{C}[\mathfrak{g}]^{G}$ be a homogeneous $G$-invariant polynomial of degree $d$. Let $2 \leq k \leq d$, and let $v, Y, X_{1}, \ldots, X_{k-1} \in \mathfrak{g}$. Then

$$
\begin{aligned}
& \left(\partial^{k} p\right)\left([Y, v] \otimes X_{1} \ldots X_{k-1} \otimes v^{d-k}\right)+ \\
& \quad \sum_{\sigma \in S(1, k-2)}\left(\partial^{k-1} p\right)\left(\left[Y, X_{\sigma_{1}}\right] \otimes \ldots \otimes X_{\sigma_{k-1}} \otimes v^{d-k+1}\right)=0
\end{aligned}
$$

Proof. We apply Lemma 3.3 to $F=\left(\partial^{d} p\right)$ and $L=\operatorname{ad} Y$ and use Lemma 3.2 to argue that $F \circ(L \otimes 1)$ is zero.

In the next section we will apply the various operators $\mathscr{P}_{d}^{k, d-k}$ to sections of $\mathcal{A}^{0, \bullet}\left(\operatorname{ad} \mathbf{P} \otimes S^{k} \Omega_{X}^{1}\right)$ without changing the notation. For example, given sections $s_{i}$ expressed locally as $s_{i}=\alpha_{i} \otimes X_{i}$ and $v \in H^{0}\left(X, \operatorname{ad} P \otimes \Omega_{X}^{1}\right)$, we write

$$
\left(\partial^{k} p\right)\left(s_{1} \otimes \ldots \otimes s_{k} \otimes v^{d-k}\right)=\alpha_{1} \wedge \ldots \wedge \alpha_{k}\left(\partial^{k} p\right)\left(X_{1} \otimes \ldots \otimes X_{k} \otimes v^{d-k}\right)
$$

### 3.3. The L-infinity Morphism

The main result of this section is the following
Proposition 3.5. Let $\mathbf{p}_{0}: \overline{S^{\bullet}\left(C^{\bullet}[1]\right)} \rightarrow \overline{S^{\bullet}\left(C^{1}\right)}$ denote the homomorphism induced by the projection $p r_{2}: C^{\bullet}[1]=\mathfrak{g}[1] \oplus \mathfrak{g} \rightarrow C^{1}=\mathfrak{g}$. The collection of maps

$$
\begin{aligned}
& \bigoplus_{i} h_{k}^{d_{i}}=\left(\partial^{k} p_{i}\right)\left(-\otimes v^{d_{i}-k}\right) \circ p_{0}: \quad S^{k}(C \bullet[1]) \longrightarrow \mathbb{C}^{N} \\
& \left(a_{1}, b_{1}\right) \cdot \ldots \cdot\left(a_{k}, b_{k}\right) \longmapsto \bigoplus_{i}\left(\partial^{k} p_{i}\right)\left(b_{1} \otimes \ldots \otimes b_{k} \otimes v^{d_{i}-k}\right)
\end{aligned}
$$

induces an $L_{\infty}$-morphism $h_{\infty}: C^{\bullet} \rightarrow B^{\bullet}=\mathbb{C}^{N}[-1]$. Under the identifications $M C_{B} \bullet \simeq e f_{\chi(v), \mathbb{C}^{n}}$ and $M C_{C} \bullet \simeq D e f_{v, \mathfrak{g}}, M C\left(h_{\infty}\right): M C_{C} \bullet \rightarrow M C_{B} \bullet$ coincides with $\chi: \mathfrak{g} \rightarrow \mathbb{C}^{N}$.

Proof. To show that this collection of maps determines an $L_{\infty^{\prime}}$-morphism, it suffices to verify that for each fixed $d_{i}$, the maps $\left\{h_{k}^{d_{i}}\right\}$ determine an $L_{\infty^{-}}$ morphism $C^{\bullet} \rightarrow \mathbb{C}[-1]$. We prove this in Lemma 3.6. Assuming that, let $s=(0, b) \in \operatorname{MC}_{C} \bullet(A), b \in \mathfrak{g} \otimes \mathfrak{m}_{A}$ for $A \in \operatorname{Art}_{C}$. Then, by (5), $\mathrm{MC}\left(h_{\infty}\right)(s)=$ $\sum_{d=1}^{\infty} \frac{1}{d!} h_{\infty}\left(s^{d}\right)$, which equals $\oplus_{i}\left(p_{i}(v+b)-p_{i}(v)\right)=\chi(v+b)-\chi(v)$ by (8). The specified identifications amount to affine transformations translating the origin, which carry $\mathrm{MC}\left(h_{\infty}\right)$ to the map $v+b \mapsto \chi(v+b)$, hence the last statement.
Lemma 3.6. Let $p \in \mathbb{C}[\mathfrak{g}]^{G}$ be a homogeneous polynomial of degree $d$. The collection of maps

$$
\begin{aligned}
& h_{k}^{d}=\left(\partial^{k} p\right)\left(-\otimes v^{d-k}\right) \circ p_{0}: \quad S^{k}\left(C^{\bullet}[1]\right) \longrightarrow \mathbb{C} \\
& \left(a_{1}, b_{1}\right) \cdot \ldots \cdot\left(a_{k}, b_{k}\right) \longmapsto\left(\partial^{k} p\right)\left(b_{1} \otimes \ldots \otimes b_{k} \otimes v^{d-k}\right)
\end{aligned}
$$

induces an $L_{\infty}$-morphism

$$
h_{\infty}^{d}: C^{\bullet} \longrightarrow \mathbb{C}[-1]
$$

Proof. We start with condition (2). The differentials of the two dgla's are, respectively, adv and 0 , so we have to show that, for any $s=(a, b) \in \mathfrak{g}^{\oplus 2}$, $h_{1}^{d}([v, s])=0$. But this means $(\partial p)\left([v, b] \otimes v^{d-1}\right)=0$, which is the conclusion of Lemma 3.2. We turn to (3), whose right hand side is identically zero (since $B^{\bullet}$ is formal). The left side is zero on $S^{k}\left(C^{1}\right)$, since $\left[C^{1}, C^{1}\right]=0$. It is also zero on $S^{r}\left(C^{0}\right) \cdot S^{k-r}\left(C^{1}\right)$ for $r \geq 2$, since $h_{k}^{d}$ factors through $p_{0}$. So we only have to verify (3) on $C^{0} \cdot S^{k-1}\left(C^{1}\right)$, in which case $Q_{k}^{k-1}$ contributes via the bracket and $Q_{k}^{k}$ via ad $v$. Take homogeneous elements $s_{j}=\left(0, b_{j}\right), j \geq 2$ and $s_{1}=(a, 0)$. In the first summand of $(4)$, unshuffles with $\sigma(1) \neq 1$ give zero, while $\sigma(1)=1$
means $\sigma=i d$, so we have $h_{k}^{d}\left(\left[v, s_{1}\right] \cdot s_{2} \cdot \ldots \cdot s_{k}\right)=(-1)\left(\partial^{k} p_{i}\right)\left([a, v] \otimes b_{2} \otimes \ldots \otimes\right.$ $\left.b_{k} \otimes v^{d-k}\right)$. The second summand of (4) is $h_{k-1}^{d} \circ Q_{k}^{k-1}\left(s_{1} \cdot \ldots \cdot s_{k}\right)$ and the non-vanishing terms correspond to $(2, k-2)$ unshuffles $\sigma$, for which $\sigma(1)=1$. Hence the summation is in fact over $(1, k-2)$ unshuffles and we have

$$
\begin{gathered}
h_{k-1}^{d}\left(\sum_{\sigma \in S(1, k-2)}(-1) \epsilon(\sigma)\left[s_{1}, s_{\sigma(1)}\right] \cdot \ldots \cdot s_{\sigma(k-1)}\right)= \\
(-1) \sum_{\sigma \in S(1, k-2)}\left(\partial^{k-1} p_{i}\right)\left(\left[a, b_{\sigma(1)}\right] \otimes \ldots \otimes b_{\sigma(k-1)} \otimes v^{d-k+1}\right)
\end{gathered}
$$

Note that $C^{1}=C^{\bullet}[1]^{0}$, so $\epsilon(\sigma)=1$. The two summands add up to zero by Corollary 3.4.

## 4. The Hitchin Map

We prove now the two main results of this note by suitably adapting the calculation of the previous section, thus extending the results of [19] to arbitrary reductive structure groups.

### 4.1. Proof of Theorem 1.2

Proof. To prove that the collection $\left\{h_{k}\right\}$ determines an $L_{\infty}$-morphism, it suffices to prove that for each fixed homogeneous polynomial $p_{i}$ of degree $d_{i}$, the given collection of maps induces an $L_{\infty}$-morphism $h_{\infty}^{d_{i}}: \mathscr{C} \bullet \rightarrow A^{0, \bullet}\left(S^{d_{i}} \Omega_{X}^{1}\right)[-1]$. This is shown in Lemma 4.1 below. Assuming that, suppose $s=\left(s^{\prime}, s^{\prime \prime}\right) \in$ $\operatorname{MC}_{\mathscr{C}} \bullet(A), A \in \operatorname{Art}_{\mathbb{C}}$. By (5) $\operatorname{Def}\left(h_{\infty}\right)(s)=\sum_{d=1}^{\infty} \frac{1}{d!} h_{\infty}\left(s^{d}\right)$, which by formula (8) equals $\oplus_{i} p_{i}\left(\theta+s^{\prime}\right)-p_{i}(\theta)=H\left(P_{A}, \theta_{A}\right)-\stackrel{H}{H}(P, \theta)$. This is exactly what we want to prove, in view of the identification (7), which amounts to "shifting the origin".

Lemma 4.1. Let $p \in \mathbb{C}[\mathfrak{g}]^{G}$ be a homogeneous polynomial of degree $d$. Let $\mathbf{p}_{0}: \overline{S^{\bullet}\left(\mathscr{C}^{\bullet}\right)} \rightarrow \overline{S^{\bullet}\left(A^{0, \bullet}\left(a d \mathbf{P} \otimes \Omega_{X}^{1}\right)\right)}$ denote the homomorphism induced by $\bigoplus_{p+q=\bullet} s^{p, q} \mapsto s^{1, q}$, where $s^{p, q} \in A^{0, q}\left(a d \mathbf{P} \otimes \Omega_{X}^{p}\right)$. Then the collection of maps

$$
\begin{gathered}
h_{k}^{d}=\left(\partial^{k} p\right)\left(-\otimes \theta^{d-k}\right) \circ p_{0}: \quad S^{k}\left(\mathscr{C}^{\bullet} \cdot[1]\right) \longrightarrow A^{0, \bullet}\left(S^{d} \Omega_{X}^{1}\right) \\
\bigoplus_{p_{1}, q_{1}} s_{1}^{p_{1}, q_{1}} \cdot \bigoplus_{p_{2}, q_{2}} s_{2}^{p_{2}, q_{2}} \cdot \ldots \cdot \bigoplus_{p_{k}, q_{k}} s_{k}^{p_{k}, q_{k}} \longmapsto \sum_{q_{1}, \ldots, q_{k}}\left(\partial^{k} p\right)\left(s_{1}^{1, q_{1}} \otimes \ldots \otimes s_{k}^{1, q_{k}} \otimes \theta^{d-k}\right)
\end{gathered}
$$

induces an $L_{\infty}$-morphism

$$
h_{\infty}^{d}: \mathscr{C} \bullet=\bigoplus_{r+s=\bullet} A^{0, r}\left(a d \mathbf{P} \otimes \Omega_{X}^{s}\right) \rightarrow A^{0, \bullet}\left(S^{d} \Omega_{X}^{1}\right)[-1]
$$

Proof. We check the conditions (2),(3). The differentials are $\bar{\partial}_{\mathbf{P}}+\operatorname{ad} \theta$ and $\bar{\partial}_{\mathbf{P}}$, so (2) is equivalent to $(\partial p)\left([\theta, s] \otimes \theta^{d-1}\right)=0$, which holds by Lemma 3.2. Next assume $k \geq 2$. Since by definition $h_{k}^{d}$ factors through $\mathbf{p}_{0}$, both sides of (3) are identically zero, except possibly for two cases. Case 1: when evaluated on $S^{k}\left(A^{0, \bullet}\left(\operatorname{ad} P \otimes \Omega^{1}\right)\right)$ and Case 2: when evaluated on $A^{0, \bullet}(\operatorname{ad} \mathbf{P}) \cdot$ $S^{k-1}\left(A^{0, \bullet}\left(\operatorname{ad} \mathbf{P} \otimes \Omega^{1}\right)\right)$. Notice that in $\mathscr{C}^{\bullet}[1]$, the degree of a homogeneous element in $A^{0, n}\left(\operatorname{ad} P \otimes \Omega_{X}^{1}\right)$ is $n$. We start with Case 1, evaluating on decomposable homogeneous elements $s_{i}=\alpha_{i} \otimes X_{i}, i=1 \ldots k$. Since $\left[s_{\sigma 1}, s_{\sigma 2}\right.$ ] and $\operatorname{ad} \theta\left(s_{\sigma 1}\right)$ belong to $A^{0, \bullet}\left(\operatorname{ad} \mathbf{P} \otimes \Omega_{\underline{X}}^{2}\right)$, they do not contribute to the left side of (4). And since $\sum_{\sigma \in S(1, k-1)} \epsilon(\sigma) \bar{\partial}\left(\alpha_{\sigma(1)}\right) \wedge \ldots \wedge \alpha_{\sigma(k)}=\bar{\partial}\left(\alpha_{1} \wedge \ldots \wedge \alpha_{k}\right)$, the left side of (4) gives

$$
-\bar{\partial}\left(\alpha_{1} \wedge \ldots \wedge \alpha_{k}\right) \otimes\left(\partial^{k} p\right)\left(X_{1} \otimes \ldots \otimes X_{k} \otimes \theta^{d-k}\right)=\hat{q}_{1} \circ h_{k}^{d}\left(s_{1} \cdot \ldots \cdot s_{k}\right)
$$

which we wanted to show. Next we proceed to Case 2, and take decomposable homogeneous elements $s_{i}=\alpha_{i} \otimes X_{i}, s_{1} \in A^{0, \bullet}(\operatorname{ad} \mathbf{P}), s_{2}, \ldots, s_{k} \in A^{0, \bullet}(\operatorname{ad} \mathbf{P} \otimes$ $\Omega_{X}^{1}$ ). The right hand side of (4) is zero on their product, so we just compute the left side. The terms with $\sigma(1) \neq 1$ are identically zero, and $\sigma(1)=1$ implies $\sigma=i d$, so we obtain

$$
\begin{aligned}
& h_{k}^{d}\left(\left[\theta, s_{1}\right] \cdot s_{2} \cdot \ldots \cdot s_{k}\right)= \\
& \quad=(-1)^{\operatorname{deg} s_{1}} \alpha_{1} \wedge \ldots \wedge \alpha_{k}\left(\partial^{k} p\right)\left(\left[X_{1}, \theta\right] \otimes X_{2} \otimes \ldots \otimes X_{k} \otimes \theta^{d-k}\right)
\end{aligned}
$$

The non-vanishing contributions from $h_{k-1}^{d} \circ Q_{k}^{k-1}$ in (4) correspond to (2, $k-2$ ) unshuffles for which $\sigma_{1}=1$, so the summation is in fact over $(1, k-2)$ unshuffles and we have

$$
h_{k-1}^{d}\left(\sum_{\sigma \in S(1, k-2)}(-1)^{\operatorname{deg} s_{1}} \epsilon(\sigma)\left[s_{1}, s_{\sigma(1)}\right] \cdot \ldots \cdot s_{\sigma(k-1)}\right) .
$$

By the shift, the Koszul sign is traded for reordering the forms and we get

$$
(-1)^{\operatorname{deg} s_{1}} \alpha_{1} \wedge \ldots \wedge \alpha_{k} \sum_{\sigma \in S(1, k-1)}\left(\partial^{k-1} p\right)\left(\left[X_{1}, X_{\sigma(1)}\right] \otimes \ldots \otimes X_{\sigma(k-1)} \otimes \theta^{d-k+1}\right)
$$

Then the sum of the two terms is zero by Corollary 3.4.

### 4.2. Obstructions to smoothness

While Higgs bundles on curves have been extensively studied, fairly little is known about their moduli if $\operatorname{dim} X>1$, apart from the general results of [22], partially due to scarcity of examples. By formality ([21, Lemma 2.2]), Simpson's moduli spaces have at most quadratic singularities ([22, Theorem 10.4]).

It is known that whenever $H^{2}\left(\mathscr{C}^{\bullet}\right)=0$, the functor $\operatorname{Def}_{\mathscr{C}} \bullet$ is smooth (the representing complete local algebra is regular), see [2, Theorem 3.1], [3, Proposition 3.7], [1, Remark 2.8]. We recall now the description of the obstruction space $O_{\text {Def }_{\mathscr{C}} \bullet} \subset H^{2}\left(\mathscr{C}^{\bullet}\right)$.

Recall $([5],[18, \S 4])$ that an obstruction theory for a deformation functor $F$ : Art $_{\mathbb{C}} \rightarrow$ Sets is a pair $(V, v)$. Here $V$ is a vector space (obstruction space), and $v$ assigns to any small extension $e: 0 \longrightarrow M \longrightarrow B \longrightarrow A \longrightarrow 0$, an obstruction map $v_{e}: F(A) \rightarrow V \otimes M$, respecting base change, with $\operatorname{Im}(F(B) \rightarrow F(A))$ $\subset \operatorname{ker} v_{e}$. The obstruction theory is complete, if this containment is an equality. A universal obstruction theory is an obstruction theory ( $O_{F}, o$ ), admitting a unique morphism to any other obstruction theory $(V, v)$. The vector space $O_{F}$ is called the obstruction space of $F$.

Proof of Theorem 1.1. The proof is essentially a standard argument in deformation theory, and can be considered as a form of the so-called "Kodaira principle". By [18, Theorem 4.6 and Corollary 4.8] (see also [5]), any deformation functor $F$ admits a universal obstruction theory, and, if $(V, v)$ is any complete obstruction theory, then $O_{F}$ is isomorphic to the space, generated by $v_{e}(F(A))$, where $e$ ranges over all principal (i.e., with $M=\mathbb{C}$ ) small extensions. By [18, Example 4.4], for any dgla $L$, the functor $F=\mathrm{MC}_{L}$ admits a complete obstruction theory $\left(H^{2}(L), v\right)$. Here the map $v_{e}: \mathrm{MC}_{L}(A) \rightarrow H^{2}(L) \otimes M$ is defined by $v_{e}(x)=[h]$, where $h=d \widetilde{x}+\frac{1}{2}[\widetilde{x}, \widetilde{x}]$, and $\widetilde{x} \in \mathrm{MC}_{L}(B)$ is a lift of $x \in \mathrm{MC}_{L}(A)$. Also, by [18, Corollary 4.13], the functors $\mathrm{MC}_{L}$ and $\operatorname{Def}_{L}$ have isomorphic obstruction theories. In particular, $O_{\operatorname{Def}_{L}} \subset H^{2}(L)$ and if $L$ abelian, then $O_{\operatorname{Def}_{L}}=(0)$. Now consider the abelian dgla $\mathscr{B}^{\bullet}$ and $h_{\infty}: \mathscr{C}^{\bullet} \rightarrow \mathscr{B}^{\bullet}$. By equation (2), $h_{1}$ is a morphism of complexes, and one can show ([16]) that $H^{2}\left(h_{1}\right)$ is a morphism of obstruction spaces, hence the result.

There is a more direct argument if $X$ is Kähler and $G$ is semi-simple (so that $d_{i}=0$ is not an exponent), or if $H^{1}\left(X, \mathcal{O}_{X}\right)=0$. Indeed, in that case $\mathscr{B}^{\bullet} \simeq{ }_{q i s} \mathbb{C}^{N}[-1]$ (see Section 2.3), so $H^{2}(\mathscr{B} \bullet)=(0)=H^{2}\left(h_{1}\right)\left(O_{\mathscr{C}} \bullet\right)$.
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# Decompositions of PDE over Cayley-Dickson algebras 

Sergey V. Ludkowski


#### Abstract

The article is devoted to decompositions of partial differential operators (PDO) into products of lower order PDO over octonions and Cayley-Dickson algebras. Partial differential equations (PDE) with generalized and discontinuous coefficients are considered as well.


[^0]
## 1. Introduction

In the preceding articles of the author [21, 23] line integration methods of partial differential equations (PDE) over octonions and Cayley-Dickson algebras were described [1, 2, 10]. Such technique is based on decompositions of partial differential operators (PDO) into products of PDO of lower order. The present paper is devoted to investigations of such decompositions. Besides PDO with differentiable coefficients, PDO with generalized and discontinuous coefficients are studied as well. This permits to integrate not only elliptic, but also hyperbolic and parabolic PDE of the second and higher orders developing further Dirac's approach. It is important for many-sided applications of PDE $[4,9,11,25,28,29]$, where differential equations over the real and complex fields were considered. But recently substantial interest was evoked by PDE over Clifford algebras $[5,6,7,8,13]$.

In previous articles of the author (super)-differentiable functions of CayleyDickson variables and their non-commutative line integrals were investigated $[14,15,19,24]$. Furthermore, in the works [18, 20, 22] differential equations and their systems over octonions and quaternions were studied.

Main results of this paper are obtained for the first time.

## 2. Decompositions of PDE

Henceforward, notations and definitions of the article [21] are used.

### 2.1. Transformations of the first order PDO over the Cayley-Dickson algebras

We consider the first order Dirac's type operator in the form:

$$
\begin{equation*}
\Upsilon f=\sum_{j=0}^{2^{v}-1}\left(\partial f / \partial z_{j}\right) \eta_{j}(z) \tag{1}
\end{equation*}
$$

with either $\eta_{j}(z)=i_{j}^{*} \psi_{j}(z)$ or $\eta_{j}(z)=\phi_{j}^{*}(z) \in \mathcal{A}_{v}$ for each $j$ (see Theorems 2.4.1 and 2.5.2 in [21]). To simplify the operator $\Upsilon$ one can use a change of variables. For it we seek the change of variables $x=x(z)$ satisfying the conditions:

$$
\begin{equation*}
\sum_{j=0}^{2^{v}-1}\left(\partial x_{l} / \partial z_{j}\right) \omega_{j}(z)=t_{l} \tag{2}
\end{equation*}
$$

where $t_{l} \in \mathcal{A}_{v}$ is a constant for each $l$, while each yet unknown function $\omega_{j}$ is supposed to be $z$-differentiable subjected to the condition that the resulting matrix $\Omega$ is not degenerate, i.e. its rows are real-independent as vectors (see below), when $\eta_{j}$ is not identically zero. Certainly, $\left(\partial x_{l} / \partial z_{j}\right) \in \mathbf{R}$ are real partial derivatives, since $x_{l}$ and $z_{j}$ are real coordinates, where $z=z_{0} i_{0}+\ldots+$ $z_{2^{v}-1} i_{2^{v}-1}$, while $x_{j}, z_{j} \in \mathbf{R}$ for each $j$, whilst $i_{0}, \ldots, i_{2^{v}-1}$ are the standard basis generators of the Cayley-Dickson algebra $\mathcal{A}_{v}$ over the real field $\mathbf{R}$ so that $i_{0}=1, i_{j}^{2}=-1$ and $i_{j}^{*}=-i_{j}$ and $i_{j} i_{k}=-i_{k} i_{j}$ for each $j \neq k \geq 1$. We suppose that the functions $\eta_{j}(z)$ are linearly independent over the real field for each Cayley-Dickson number $z$ in the domain $U$ in $\mathcal{A}_{v}$. Using the standard basis of generators $\left\{i_{j}: j=0, \ldots, 2^{v}-1\right\}$ of the Cayley-Dickson algebra $\mathcal{A}_{v}$ and the decompositions

$$
\omega_{j}=\sum_{k} \omega_{j, k} i_{k} \text { and } t_{j}=\sum_{k} t_{j, k} i_{k}
$$

with real elements $\omega_{j, k}$ and $t_{j, k}$ for all $j$ and $k$ we rewrite system (2) in the matrix form:

$$
\begin{equation*}
\left(\partial x_{l} / \partial z_{j}\right)_{l, j=0, \ldots, 2^{v}-1} \Omega=T \tag{3}
\end{equation*}
$$

where

$$
\Omega=\left(\omega_{j, k}\right)_{j, k=0, \ldots, 2^{v}-1}, \quad T=\left(t_{j, k}\right)_{j, k=0, \ldots, 2^{v}-1}
$$

It is supposed that the functions $\omega_{j}(z)$ are arranged into the family $\left\{\omega_{j}: j=0, \ldots, 2^{v}-1\right\}$ as above and are such that the matrix $\Omega=\Omega(z)$ is nondegenerate for all Cayley-Dickson numbers $z$ in the domain $U$. For example, this is always the case, when $\left|\omega_{j}(z)\right|>0$ and $\operatorname{Re}\left[\omega_{j}(z) \omega_{k}(z)^{*}\right]=0$ for each $j \neq k$ and $z \in U$. There, particularly $\omega_{j}(z)=\eta_{j}(z)$ can also be taken for all $j=0, \ldots, 2^{v}-1$ and $z \in U$. Therefore, equality (3) becomes equivalent to

$$
\begin{equation*}
\left(\partial x_{l} / \partial z_{j}\right)_{l, j=0, \ldots, 2^{v}-1}=T \Omega^{-1} \tag{4}
\end{equation*}
$$

We take the real matrix $T=T(z)$ of the same rank as the real matrix $\Omega=$ $\left(\omega_{j, k}\right)_{j, k=0, \ldots, 2^{v}-1}$. Thus (4) is the linear system of PDE of the first order over the real field $\mathbf{R}$. It can be solved by the standard methods (see, for example, [25]).

We remind how each linear partial differential equation (3) or (4) can be resolved. One writes it in the form:

$$
\begin{align*}
X_{1}\left(x_{1}, \ldots, x_{n}, u\right) \partial u / \partial x_{1}+\ldots+X_{n}\left(x_{1}, \ldots,\right. & \left.x_{n}, u\right) \partial u / \partial x_{n} \\
& =R\left(x_{1}, \ldots, x_{n}, u\right) \tag{5}
\end{align*}
$$

with $u$ and $x_{1}, \ldots, x_{n}$ here instead of $x_{l}$ and $z_{0}, \ldots, z_{2^{v-1}}$ in (3) seeking simultaneously a suitable function $R$ corresponding to $t_{l, k}$. A function $u=$ $u\left(x_{1}, \ldots, x_{n}\right)$ continuous with its partial derivatives $\partial u / \partial x_{1}, \ldots, \partial u / \partial x_{n}$ and defined in some domain $V$ of variables $x_{1}, \ldots, x_{n}$ in $\mathbf{R}^{n}$ making (5) the identity is called a solution of this linear equation. If the right side $R=0$ identically, then the equation is called homogeneous. A solution $u=$ const of the homogeneous equation

$$
\begin{equation*}
X_{1}\left(x_{1}, \ldots, x_{n}, u\right) \partial u / \partial x_{1}+\ldots+X_{n}\left(x_{1}, \ldots, x_{n}, u\right) \partial u / \partial x_{n}=0 \tag{6}
\end{equation*}
$$

is called trivial. Then one composes the equations:

$$
\begin{equation*}
d x_{1} / X_{1}(x)=d x_{2} / X_{2}(x)=\ldots=d x_{n} / X_{n}(x) \tag{7}
\end{equation*}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right)$. This system is called the system of ordinary differential equations in the symmetric form corresponding to the homogeneous linear equation in partial derivatives. It is supposed that the coefficients $X_{1}, \ldots, X_{n}$ are defined and continuous together with their first order partial derivatives by $x_{1}, \ldots, x_{n}$ and that $X_{1}, \ldots, X_{n}$ are not simultaneously zero in a neighborhood of some point $x^{0}$. Such point $x^{0}$ is called non singular. For example when the function $X_{n}$ is non-zero, then system (7) can be written as:

$$
\begin{equation*}
d x_{1} / d x_{n}=X_{1} / X_{n}, \ldots, d x_{n-1} / d x_{n}=X_{n-1} / X_{n} \tag{8}
\end{equation*}
$$

A system of $n$ differential equations

$$
\begin{equation*}
d y_{k} / d x=f_{k}\left(x, y_{1}, \ldots, y_{n}\right), \quad k=1, \ldots, n \tag{9}
\end{equation*}
$$

is called normal of the $n$-th order. It is called linear if all functions $f_{k}$ depend linearly on $y_{1}, \ldots, y_{n}$. Any family of functions $y_{1}, \ldots, y_{n}$ satisfying the system of $n$ differential equations (9) in some interval $(a, b)$ is called its solution.

A function $g\left(x, y_{1}, \ldots, y_{n}\right)$ different from a constant identically and differentiable in a domain $D$ and such that its partial derivatives $\partial g / \partial y_{1}, \ldots, \partial / \partial y_{n}$ are not simultaneously zero in $D$ is called an integral of system (9) in $D$ if the total differential $d g=(\partial g / \partial x) d x+\left(\partial g / \partial y_{1}\right) d y_{1}+\ldots+\left(\partial g / \partial y_{n}\right) d y_{n}$ becomes identically zero, when the differentials $d y_{k}$ are substituted on their values from (9),
that is $(\partial g(x, y) / \partial x)+\left(\partial g / \partial y_{1}\right) f_{1}(x, y)+\ldots+\left(\partial g(x, y) / \partial y_{n}\right) f_{n}(x, y)=0$ for each $(x, y) \in D$, where $y=\left(y_{1}, \ldots, y_{n}\right)$. The equality $g(x, y)=$ const is called the first integral of system (9). Thus system (8) satisfies conditions of the theorem about an existence of integrals of the normal system.

It is supposed that each function $f_{k}(x, y)$ is continuous on $D$ and satisfies the Lipschitz conditions by variables $y_{1}, \ldots, y_{n}$ :

$$
(L) \quad\left|f_{k}(x, y)-f_{k}(x, z)\right| \leq C_{k}|y-z|
$$

for all $(x, y)$ and $(x, z) \in D$, where $C_{k}$ are positive constants. Then system (9) has exactly $n$ independent integrals in some neighborhood $D^{0}$ of a marked point $\left(x^{0}, y^{0}\right)$ in $D$, when the Jacobian $\partial\left(g_{1}, \ldots, g_{n}\right) / \partial\left(y_{1}, \ldots, y_{n}\right)$ is not zero on $D^{0}$ (see Section 5.3.3 [25]).

In accordance with Theorem 12.1,2 [25] each integral of system (7) is a non-trivial solution of equation (6) and vice versa each non-trivial solution of equation (6) is an integral of (7). If $g_{1}\left(x_{1}, \ldots, x_{n}\right), \ldots, g_{n-1}\left(x_{1}, \ldots, x_{n}\right)$ are independent integrals of (7), then the function

$$
\begin{equation*}
u=\Phi\left(g_{1}, \ldots, g_{n-1}\right) \tag{10}
\end{equation*}
$$

where $\Phi$ is an arbitrary function continuously differentiable by $g_{1}, \ldots, g_{n-1}$, is the solution of (6). A solution provided by formula (10) is called a general solution of equation (6).

To the non-homogeneous equation (5) the system

$$
\begin{equation*}
d x_{1} / X_{1}=\ldots=d x_{n} / X_{n}=d u / R \tag{11}
\end{equation*}
$$

is posed. System (11) gives $n$ independent integrals $g_{1}, \ldots, g_{n}$ and the general solution

$$
\begin{equation*}
\Phi\left(g_{1}\left(x_{1}, \ldots, x_{n}, u\right), \ldots, g_{n}\left(x_{1}, \ldots, x_{n}, u\right)\right)=0 \tag{12}
\end{equation*}
$$

of (5), where $\Phi$ is any continuously differentiable function by $g_{1}, \ldots, g_{n}$. If the latter equation is possible to resolve relative to $u$ this gives the solution of (5) in the explicit form $u=u\left(x_{1}, \ldots, x_{n}\right)$ which generally depends on $\Phi$ and $g_{1}, \ldots, g_{n}$. Therefore, formula (12) for different $R$ and $u$ and $X_{j}$ corresponding to $t_{l, k}$ and $x_{l}$ and $\omega_{j, k}$ respectively can be satisfied, so that to solve equation (3) or (4), where the variables $x_{j}$ are used in (12) instead of $z_{j}$ in (3) and (4), $k=0, \ldots, 2^{v}-1$.

Thus after the change of the variables the operator $\Upsilon$ takes the form:

$$
\begin{equation*}
\Upsilon f=\sum_{j=0}^{2^{v}-1}\left(\partial f / \partial x_{j}\right) t_{j} \tag{13}
\end{equation*}
$$

with constants $t_{j} \in \mathcal{A}_{v}$. Undoubtedly, the operator $\Upsilon$ with $j=0, \ldots, n$, $2^{v-1} \leq n \leq 2^{v}-1$ instead of $2^{v}-1$ can also be reduced to the form $\Upsilon f=$
$\sum_{j=0}^{n}\left(\partial f / \partial x_{j}\right) t_{j}$, when the rank is $\operatorname{rank}\left(\omega_{j, k}\right)=n+1$ in a basis of generators $N_{0}, \ldots, N_{n}$, where $N_{0}, \ldots, N_{2^{v}-1}$ is a generator basis of the Cayley-Dickson algebra $\mathcal{A}_{v}$ over the real field $\mathbf{R}$.

In particular, if the rank is $\operatorname{rank}\left(\omega_{j, k}\right)=m \leq 2^{v}$ and a matrix $T$ contains the unit upper left $m \times m$ block and zeros outside it, then $t_{j}=N_{j}$ for each $j=0, \ldots, m-1$ can be chosen.

One can mention that direct algorithms of Theorems 2.4.1 and 2.5.2 [21] may be simpler for finding the anti-derivative operator $\mathcal{I}_{\Upsilon}$, than this preliminary transformation of the partial differential operator $\Upsilon$ to the standard form (13).

### 2.2. Some notations

Let $X$ and $Y$ be two $\mathbf{R}$ linear normed spaces which also are left and right $\mathcal{A}_{r}$ modules, where $1 \leq r$. Let $Y$ be complete relative to its norm. We put $X^{\otimes k}:=X \otimes_{\mathbf{R}} \cdots \otimes_{\mathbf{R}} X$ to be the $k$ times ordered tensor product over $\mathbf{R}$ of $X$. By $L_{q, k}\left(X^{\otimes k}, Y\right)$ we denote a family of all continuous $k$ times $\mathbf{R}$ poly-linear and $\mathcal{A}_{r}$ additive operators from $X^{\otimes k}$ into $Y$. Then $L_{q, k}\left(X^{\otimes k}, Y\right)$ is also a normed $\mathbf{R}$ linear and left and right $\mathcal{A}_{r}$ module complete relative to its norm. In particular, $L_{q, 1}(X, Y)$ is denoted also by $L_{q}(X, Y)$.

We present a normed space $X$ as the direct sum $X=X_{0} i_{0} \oplus \ldots \oplus X_{2^{r}-1} i_{2^{r}-1}$, where $X_{0}, \ldots, X_{2^{r}-1}$ are pairwise isomorphic real normed spaces. Moreover, if $A \in L_{q}(X, Y)$ and $A(x b)=(A x) b$ or $A(b x)=b(A x)$ for each $x \in X_{0}$ and $b \in \mathcal{A}_{r}$, then an operator $A$ we call right or left $\mathcal{A}_{r}$-linear respectively.

An $\mathbf{R}$ linear space of left (or right) $k$ times $\mathcal{A}_{r}$ poly-linear operators is denoted by $L_{l, k}\left(X^{\otimes k}, Y\right)$ (or $L_{r, k}\left(X^{\otimes k}, Y\right)$ respectively).

As usually a support of a function $g: S \rightarrow \mathcal{A}_{r}$ on a topological space $S$ is by the definition $\operatorname{supp}(g)=\operatorname{cl}\{t \in S: g(t) \neq 0\}$, where the closure $(c l)$ is taken in $S$.

We consider a space of test function $\mathcal{D}:=\mathcal{D}\left(\mathbf{R}^{n}, Y\right)$ consisting of all infinite differentiable functions $f: \mathbf{R}^{n} \rightarrow Y$ on $\mathbf{R}^{n}$ with compact supports.

The following convergence is considered. A sequence of functions $f_{n} \in \mathcal{D}$ tends to zero, if all $f_{n}$ are zero outside some compact subset $K$ in the Euclidean space $\mathbf{R}^{n}$, while on it for each $k=0,1,2, \ldots$ the sequence $\left\{f_{n}^{(k)}: n \in \mathbf{N}\right\}$ converges to zero uniformly. Here as usually $f^{(k)}(t)$ denotes the $k$-th derivative of $f$, which is a $k$ times $\mathbf{R}$ poly-linear symmetric operator from $\left(\mathbf{R}^{n}\right)^{\otimes k}$ to $Y$, that is $f^{(k)}(t) \cdot\left(h_{1}, \ldots, h_{k}\right)=f^{(k)}(t) \cdot\left(h_{\sigma(1)}, \ldots, h_{\sigma(k)}\right) \in Y$ for each $h_{1}, \ldots, h_{k} \in$ $\mathbf{R}^{n}$ and every transposition $\sigma:\{1, \ldots, k\} \rightarrow\{1, \ldots, k\}, \sigma$ is an element of the symmetric group $S_{k}, t \in \mathbf{R}^{n}$. For convenience one puts $f^{(0)}=f$. In particular, $f^{(k)}(t) .\left(e_{j_{1}}, \ldots, e_{j_{k}}\right)=\partial^{k} f(t) / \partial t_{j_{1}} \ldots \partial t_{j_{k}}$ for all $1 \leq j_{1}, \ldots, j_{k} \leq n$, where $e_{j}=(0, \ldots, 0,1,0, \ldots, 0) \in \mathbf{R}^{n}$ with 1 on the $j$-th place.

Such convergence in $\mathcal{D}$ defines closed subsets in this space $\mathcal{D}$, their complements by the definition are open, that gives the topology on $\mathcal{D}$. The space $\mathcal{D}$
is $\mathbf{R}$ linear and right and left $\mathcal{A}_{r}$ module.
By a generalized function of class $\mathcal{D}^{\prime}:=\left[\mathcal{D}\left(\mathbf{R}^{n}, Y\right)\right]^{\prime}$ we call a continuous $\mathbf{R}$-linear $\mathcal{A}_{r}$-additive function $g: \mathcal{D} \rightarrow \mathcal{A}_{r}$. The set of all such functionals is denoted by $\mathcal{D}^{\prime}$. That is, $g$ is continuous, if for each sequence $f_{n} \in \mathcal{D}$, converging to zero, a sequence of numbers $g\left(f_{n}\right)=:\left[g, f_{n}\right) \in \mathcal{A}_{r}$ converges to zero while $n$ tends to the infinity.

A generalized function $g$ is zero on an open subset $V$ in $\mathbf{R}^{n}$, if $[g, f)=0$ for each $f \in \mathcal{D}$ equal to zero outside $V$. By a support of a generalized function $g$ is called the family, denoted by $\operatorname{supp}(g)$, of all points $t \in \mathbf{R}^{n}$ such that in each neighborhood of each point $t \in \operatorname{supp}(g)$ the functional $g$ is different from zero. The addition of generalized functions $g, h$ is given by the formula:

$$
\begin{equation*}
[g+h, f):=[g, f)+[h, f) \tag{14}
\end{equation*}
$$

The multiplication $g \in \mathcal{D}^{\prime}$ on an infinite differentiable function $w$ is given by the equality:

$$
\begin{equation*}
[g w, f)=[g, w f) \tag{15}
\end{equation*}
$$

either for $w: \mathbf{R}^{n} \rightarrow \mathcal{A}_{r}$ and each test function $f \in \mathcal{D}$ with a real image $f\left(\mathbf{R}^{n}\right) \subset \mathbf{R}$, where $\mathbf{R}$ is embedded into $Y$; or $w: \mathbf{R}^{n} \rightarrow \mathbf{R}$ and $f: \mathbf{R}^{n} \rightarrow Y$. A generalized function $g^{\prime}$ prescribed by the equation:

$$
\begin{equation*}
\left[g^{\prime}, f\right):=-\left[g, f^{\prime}\right) \tag{16}
\end{equation*}
$$

is called a derivative $g^{\prime}$ of a generalized function $g$, where $f^{\prime} \in \mathcal{D}\left(\mathbf{R}^{n}, L_{q}\left(\mathbf{R}^{n}, Y\right)\right)$, $g^{\prime} \in\left[\mathcal{D}\left(\mathbf{R}^{n}, L_{q}\left(\mathbf{R}^{n}, Y\right)\right)\right]^{\prime}$.

Another space $\mathcal{B}:=\mathcal{B}\left(\mathbf{R}^{n}, Y\right)$ of test functions consists of all infinite differentiable functions $f: \mathbf{R}^{n} \rightarrow Y$ such that the limit $\lim _{|t| \rightarrow+\infty}|t|^{m} f^{(j)}(t)=0$ exists for each $m=0,1,2, \ldots, j=0,1,2, \ldots$. Then analogously, a sequence $f_{n} \in \mathcal{B}$ is called converging to zero, if the sequence $|t|^{m} f_{n}^{(j)}(t)$ converges to zero uniformly on $\mathbf{R}^{n} \backslash B\left(\mathbf{R}^{n}, 0, R\right)$ for each $m, j=0,1,2, \ldots$ and each $0<R<+\infty$, where $B(Z, z, R):=\{y \in Z: \rho(y, z) \leq R\}$ denotes a ball with center at $z$ of radius $R>0$ in a metric space $Z$ with a metric $\rho$, whilst the Euclidean space $\mathbf{R}^{n}$ is supplied with the standard norm. The family of all $\mathbf{R}$-linear and $\mathcal{A}_{r}$-additive functionals on $\mathcal{B}$ is denoted by $\mathcal{B}^{\prime}$.

In particular we can take $X=\mathcal{A}_{r}^{\alpha}, Y=\mathcal{A}_{r}^{\beta}$ with $1 \leq \alpha, \beta \in \mathbf{Z}$. Furthermore, analogous spaces $\mathcal{D}(U, Y),[\mathcal{D}(U, Y)]^{\prime}, \mathcal{B}(U, Y)$ and $[\mathcal{B}(U, Y)]^{\prime}$ are defined for domains $U$ in $\mathbf{R}^{n}$. For definiteness we write $\mathcal{B}(U, Y)=\left\{\left.f\right|_{U}: f \in\right.$ $\left.\mathcal{B}\left(\mathbf{R}^{n}, Y\right)\right\}$ and $\mathcal{D}(U, Y)=\left\{\left.f\right|_{U}: f \in \mathcal{D}\left(\mathbf{R}^{n}, Y\right)\right\}$.

It is said, that a function $g: U \rightarrow \mathcal{A}_{v}$ is locally integrable, if it is absolutely integrable on each bounded $\lambda$ measurable sub-domain $V$ in $U$, i.e.
$\int_{V}|g(z)| \lambda(d z)<\infty$, where $\lambda$ denotes the Lebesgue measure on $U$ induced by that of on its real shadow.

A generalized function $f$ is called regular if locally integrable functions ${ }_{j, k} f^{1},{ }_{l} f^{2}: U \rightarrow \mathcal{A}_{v}$ exist such that

$$
[f, \omega)=\int_{U} \sum_{j, k, l}\left\{{ }_{j, k} f^{1}(z)_{k} \omega(z)_{l} f^{2}(z)\right\}_{q(3)} \lambda(d z)
$$

for each test function either $\omega \in \mathcal{B}(U, Y)$ or $\omega \in \mathcal{D}(U, Y)$ correspondingly, where $\omega=\left({ }_{1} \omega, \ldots,{ }_{\beta} \omega\right),{ }_{k} \omega(z) \in \mathcal{A}_{v}$ for each $z \in U$ and all $k, q(3)$ is a vector indicating on an order of the multiplication in the curled brackets and it may depend on the indices $j, l=1, \ldots, \alpha, k=1, \ldots, \beta$.

We supply the space $\mathcal{B}\left(\mathbf{R}^{n}, Y\right)$ with the countable family of semi-norms

$$
\begin{equation*}
p_{\alpha, k}(f):=\sup _{x \in \mathbf{R}^{n}}\left|(1+|x|)^{k} \partial^{\alpha} f(x)\right| \tag{17}
\end{equation*}
$$

inducing its topology, where $k=0,1,2, \ldots ; \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right), 0 \leq \alpha_{j} \in \mathbf{Z}$. On this space we take the space $\mathcal{B}^{\prime}\left(\mathbf{R}^{n}, Y\right)_{l}$ of all $Y$ valued continuous generalized functions (functionals) of the form

$$
\begin{equation*}
f=f_{0} i_{0}+\ldots+f_{2^{v}-1} i_{2^{v}-1} \quad \text { and } \quad g=g_{0} i_{0}+\ldots+g_{2^{v}-1} i_{2^{v}-1} \tag{18}
\end{equation*}
$$

where $f_{j}$ and $g_{j} \in \mathcal{B}^{\prime}\left(\mathbf{R}^{n}, Y\right)$, with restrictions on $\mathcal{B}\left(\mathbf{R}^{n}, \mathbf{R}\right)$ being real- or $\mathbf{C}_{\mathbf{i}}=$ $\mathbf{R} \oplus \mathbf{i R}$ - valued generalized functions $f_{0}, \ldots, f_{2^{v}-1}, g_{0}, \ldots, g_{2^{v}-1}$ respectively. Let $\phi=\phi_{0} i_{0}+\ldots+\phi_{2^{v}-1} i_{2^{v}-1}$ with $\phi_{0}, \ldots, \phi_{2^{v}-1} \in \mathcal{B}\left(\mathbf{R}^{n}, \mathbf{R}\right)$, then

$$
\begin{equation*}
[f, \phi)=\sum_{k, j=0}^{2^{v}-1}\left[f_{j}, \phi_{k}\right) i_{k} i_{j} \tag{19}
\end{equation*}
$$

Let their convolution be defined in accordance with the formula:

$$
\begin{equation*}
[f * g, \phi)=\sum_{j, k=0}^{2^{v}-1}\left(\left[f_{j} * g_{k}, \phi\right) i_{j}\right) i_{k} \tag{20}
\end{equation*}
$$

for each $\phi \in \mathcal{B}\left(\mathbf{R}^{n}, Y\right)$. Particularly,

$$
\begin{equation*}
(f * g)(x)=f(x-y) * g(y)=f(y) * g(x-y) \tag{21}
\end{equation*}
$$

for all $x, y \in \mathbf{R}^{n}$ due to formula (20), since the latter equality is satisfied for each pair $f_{j}$ and $g_{k}$ (see also [3]).

### 2.3. The decomposition theorem of PDO over the Cayley-Dickson algebras

We consider a partial differential operator of order $u$ :

$$
\begin{equation*}
A f(x)=\sum_{|\alpha| \leq u} \mathbf{a}_{\alpha}(x) \partial^{\alpha} f(x) \tag{22}
\end{equation*}
$$

where $\partial^{\alpha} f=\partial^{|\alpha|} f(x) / \partial x_{0}^{\alpha_{0}} \ldots \partial x_{n}^{\alpha_{n}}, x=x_{0} i_{0}+\ldots x_{n} i_{n}, x_{j} \in \mathbf{R}$ for each $j$, $1 \leq n=2^{r}-1, \alpha=\left(\alpha_{0}, \ldots, \alpha_{n}\right),|\alpha|=\alpha_{0}+\ldots+\alpha_{n}, 0 \leq \alpha_{j} \in \mathbf{Z}$. By the definition this means that the principal symbol

$$
\begin{equation*}
A_{0}:=\sum_{|\alpha|=u} \mathbf{a}_{\alpha}(x) \partial^{\alpha} \tag{23}
\end{equation*}
$$

has $\alpha$ so that $|\alpha|=u$ and $\mathbf{a}_{\alpha}(x) \in \mathcal{A}_{r}$ is not identically zero on a domain $U$ in $\mathcal{A}_{r}$. As usually $C^{k}\left(U, \mathcal{A}_{r}\right)$ denotes the space of $k$ times continuously differentiable functions by all real variables $x_{0}, \ldots, x_{n}$ on $U$ with values in $\mathcal{A}_{r}$, while the $x$-differentiability corresponds to the super-differentiability by the Cayley-Dickson variable $x$.

Speaking about locally constant or locally differentiable coefficients we shall undermine that a domain $U$ is the union of sub-domains $U^{j}$ satisfying conditions $2.2(D 1, i-v i i)$ [23] (or see Section 2.4 below) and $U^{j} \cap U^{k}=\partial U^{j} \cap \partial U^{k}$ for each $j \neq k$. All coefficients $\mathbf{a}_{\alpha}$ are either constant or differentiable of the same class on each $\operatorname{Int}\left(U^{j}\right)$ with the continuous extensions on $U^{j}$. More generally it is up to a $C^{u}$ or $x$-differentiable diffeomorphism of $U$ respectively.

If an operator $A$ is of the odd order $u=2 s-1$, then an operator $E$ of the even order $u+1=2 s$ by variables $(t, x)$ exists so that

$$
\begin{equation*}
\left.E g(t, x)\right|_{t=0}=A g(0, x) \tag{24}
\end{equation*}
$$

for any $g \in C^{u+1}\left([c, d] \times U, \mathcal{A}_{r}\right)$, where $t \in[c, d] \subset \mathbf{R}, c \leq 0<d$, for example, $E g(t, x)=\partial(t A g(t, x)) / \partial t$.

Therefore, it remains the case of the operator $A$ of the even order $u=$ $2 s$. Take $z=z_{0} i_{0}+\ldots+z_{2^{v}-1} i_{2^{v}-1} \in \mathcal{A}_{v}, z_{j} \in \mathbf{R}$. Moreover, operators depending on a less set $z_{l_{1}}, \ldots, z_{l_{n}}$ of variables can be considered as restrictions of operators by all variables on spaces of functions constant by variables $z_{s}$ with $s \notin\left\{l_{1}, \ldots, l_{n}\right\}$.

ThEOREM 2.1. Let $A=A_{u}$ be a partial differential operator of an even order $u=2 s$ with (locally) either constant or variable $C^{s^{\prime}}$ or $x$-differentiable on $U$ coefficients $\mathbf{a}_{\alpha}(x) \in \mathcal{A}_{r}$ such that it has the form

$$
\begin{equation*}
A f=c_{u, 1}\left(B_{u, 1} f\right)+\ldots+c_{u, k}\left(B_{u, k} f\right) \tag{25}
\end{equation*}
$$

where each

$$
\begin{equation*}
B_{u, p}=B_{u, p, 0}+Q_{u-1, p} \tag{26}
\end{equation*}
$$

is a partial differential operator of the order $u$ by variables $x_{m_{u, 1}+\ldots+m_{u, p-1}+1}$, $\ldots, x_{m_{u, 1}+\ldots+m_{u, p}}, m_{u, 0}=0, c_{u, k}(x) \in \mathcal{A}_{r}$ for each $k$, its principal part

$$
\begin{equation*}
B_{u, p, 0}=\sum_{|\alpha|=s} \mathbf{a}_{p, 2 \alpha}(x) \partial^{2 \alpha} \tag{27}
\end{equation*}
$$

is elliptic with real coefficients $\mathbf{a}_{p, 2 \alpha}(x) \geq 0$, either $0 \leq r \leq 3$ and $f \in$ $C^{u}\left(U, \mathcal{A}_{r}\right)$, or $r \geq 4$ and $f \in C^{u}(U, \mathbf{R})$. Then three partial differential operators $\Upsilon^{s}$ and $\Upsilon_{1}^{s}$ and $Q$ of orders $s$ and $p$ with $p \leq u-1$ with (locally) either constant or variable of the class $C^{s^{\prime}}$ or $x$-differentiable correspondingly on $U$ coefficients with values in $\mathcal{A}_{v}$ exist and coefficients of the third operator $Q$ may be generalized functions, when coefficients of $A$ are locally either constant or of the class $C^{s^{\prime}}$ or $x$-differentiable and discontinuous on the entire domain $U$ or when $s^{\prime}<s, r \leq v$, such that

$$
\begin{equation*}
A f=\Upsilon^{s}\left(\Upsilon_{1}^{s} f\right)+Q f \tag{28}
\end{equation*}
$$

Proof. Certainly, we have $\operatorname{ord} Q_{u-1, p} \leq u-1$, $\operatorname{ord}\left(A-A_{0}\right) \leq u-1$. We choose the following operators:

$$
\begin{equation*}
\Upsilon^{s} f(x)=\sum_{p=1}^{k} \sum_{\substack{|\alpha| \leq s ; \alpha_{q}=0 \forall q<\left(m_{u, 1}+\ldots+m_{u, p-1}+1\right) \\ \text { and } \alpha_{q}=0 \forall q>\left(m_{u, 1}+\ldots+m_{u, p}\right)}}\left(\partial^{\alpha} f(x)\right)\left[w_{p}^{*} \psi_{p, \alpha}\right] \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\Upsilon_{1}^{s} f(x)=\sum_{p=1}^{k} \sum_{\substack{\left.|\alpha| \leq s ; \alpha_{q}=0 \forall q<m_{u, 1}+\ldots+m_{u, p-1}+1\right) \\ \text { and } \alpha_{q}=0 \forall q>\left(m_{u, 1}+\ldots+m_{u, p}\right)}}\left(\partial^{\alpha} f(x)\right)\left[w_{p} \psi_{p, \alpha}^{*}\right] \tag{30}
\end{equation*}
$$

where $w_{p}^{2}=c_{u, p}$ for all $p$ and $\psi_{p, \alpha}^{2}(x)=-\mathbf{a}_{p, 2 \alpha}(x)$ for each $p$ and $x, w_{p} \in \mathcal{A}_{r}$, $\psi_{p, \alpha}(x) \in \mathcal{A}_{r, v}$ and $\psi_{p, \alpha}(x)$ is purely imaginary for $\mathbf{a}_{p, 2 \alpha}(x)>0$ for all $\alpha$ and $x, \operatorname{Re}\left(w_{p} \operatorname{Im}\left(\psi_{p, \alpha}\right)\right)=0$ for all $p$ and $\alpha, \operatorname{Im}(x)=\left(x-x^{*}\right) / 2, v>r$. There $\mathcal{A}_{r, v}=\mathcal{A}_{v} / \mathcal{A}_{r}$ is the real quotient algebra. The algebra $\mathcal{A}_{r, v}$ is considered with the generators $i_{j 2^{r}}, j=0, \ldots, 2^{v-r}-1$. Then a natural number $v$ satisfying the condition:

$$
2^{v-r}-1 \geq \sum_{p=1}^{k} \sum_{q=0}^{u}\binom{m_{p}+q-1}{q}
$$

is sufficient, since as it is known the number of different solutions of the equation $\alpha_{1}+\ldots+\alpha_{m}=q$ in non-negative integers $\alpha_{j}$ is $\binom{m+q-1}{q}$, where

$$
\binom{m}{q}=\frac{m!}{q!(m-q)!} \text { denotes the binomial coefficient. }
$$

We have either $\partial^{\alpha+\beta} f \in \mathcal{A}_{r}$ for $0 \leq r \leq 3$ or $\partial^{\alpha+\beta} f \in \mathbf{R}$ for $r \geq 4$. Therefore, we can take $\psi_{p, \alpha}(x) \in i_{2^{r} q} \mathbf{R}$, where $q=q(p, \alpha) \geq 1, \quad q\left(p^{1}, \alpha^{1}\right) \neq q(p, \alpha)$ when $(p, \alpha) \neq\left(p^{1}, \alpha^{1}\right)$.

Thus decomposition (28) is valid due to the following. For $b=\partial^{\alpha+\beta} f(z)$ and $\mathbf{l}=i_{2^{r} p}$ and $w \in \mathcal{A}_{r}$ one has the identities:

$$
\begin{equation*}
(b(w \mathbf{l}))\left(w^{*} \mathbf{l}\right)=((w b) \mathbf{l})\left(w^{*} \mathbf{l}\right)=-w(w b)=-w^{2} b \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\left((b \mathbf{l}) w^{*}\right) \mathbf{l}\right) w=(((b w) \mathbf{l}) \mathbf{l}) w=-(b w) w=-b w^{2} \tag{32}
\end{equation*}
$$

in the considered in this section cases, since $\mathcal{A}_{r}$ is alternative for the parameter $r \leq 3$, while $\mathbf{R}$ is the center of the Cayley-Dickson algebra (see formulas $2.2(13,14)[21])$.

This decomposition of the operator $A_{2 s}$ is generally up to a partial differential operator of order not greater, than $(2 s-1)$ :

$$
\begin{align*}
& Q f(x)=\sum_{p=1}^{k} c_{u, p} Q_{u-1, p} \\
& +\sum_{\substack{|\alpha| \leq s,|,|\leq \leq, j, i \leq \alpha,|\leq \leq,|\gamma+\epsilon|>0}}\left[\prod_{j=0}^{2^{u}-1}\binom{\alpha_{j}}{\gamma_{j}}\binom{\beta_{j}}{\epsilon_{j}}\right]\left(\partial^{\alpha+\beta-\gamma-\epsilon} f(x)\right)\left[( \partial ^ { \gamma } \eta _ { \alpha } ( x ) ) \left(\left(\partial^{\epsilon} \eta_{\beta}^{1}(x)\right],\right.\right. \tag{33}
\end{align*}
$$

where operators $\Upsilon^{s}$ and $\Upsilon_{1}^{s}$ are already written in accordance with the general form

$$
\begin{align*}
& \Upsilon^{s} f(x)=\sum_{|\alpha| \leq s}\left(\partial^{\alpha} f(x)\right) \eta_{\alpha}(x)  \tag{34}\\
& \Upsilon_{1}^{s} f(x)=\sum_{|\beta| \leq s}\left(\partial^{\beta} f(x)\right) \eta_{\beta}^{1}(x) \tag{35}
\end{align*}
$$

The coefficients of the operator $Q$ may be generalized functions, since they are calculated with the participation of partial derivatives of the coefficients of the operator $\Upsilon_{1}^{s}$, but the coefficients of the operators $\Upsilon^{s}$ and $\Upsilon_{1}^{s}$ may be locally either constant or of class $C^{s^{\prime}}$ or $x$-differentiable and discontinuous on the entire $U$ or $s^{\prime}<s$ when for the initial operator $A$ they are such.

When the operator $A$ in formula (24) is with constant coefficients, then the coefficients $w_{p}$ and $\psi_{p, \alpha}$ for $\Upsilon^{m}$ and $\Upsilon_{1}^{m}$ can also be chosen constant and hence $Q-\sum_{p=1}^{k} c_{u, p} Q_{u-1, p}=0$.

Corollary 2.2. Let suppositions of Theorem 2.1 be satisfied. Then a change of variables (locally) either affine or variable $C^{1}$ or $x$-differentiable on $U$ correspondingly on $U$ exists so that the principal part $A_{2,0}$ of $A_{2}$ becomes with constant coefficients, when $\mathbf{a}_{p, 2 \alpha}>0$ for each $p, \alpha$ and $x$.

Corollary 2.3. If two operators $E=A_{2 s}$ and $A=A_{2 s-1}$ are related by equation (24), and $A_{2 s}$ is presented in accordance with formulas (25) and (26), then three operators $\Upsilon^{s}, \Upsilon^{s-1}$ and $Q$ of orders $s, s-1$ and $p \leq 2 s-2$ exist so that

$$
\begin{equation*}
A_{2 s-1}=\Upsilon^{s} \Upsilon^{s-1}+Q \tag{36}
\end{equation*}
$$

Proof. It remains to verify the inequality $\operatorname{ord}(Q) \leq 2 s-2$ in the case of $A_{2 s-1}$, where $Q=\left.\left\{\partial\left(t A_{2 s-1}\right) / \partial t-\Upsilon^{s} \Upsilon_{1}^{s}\right\}\right|_{t=0}$. Indeed, the form $\lambda(E)$ corresponding to $E$ is of degree $2 s-1$ by $x$ and each addendum of degree $2 s$ in it is of degree not less than 1 by $t$, consequently, the product of forms $\lambda\left(\Upsilon_{s}\right) \lambda\left(\Upsilon_{1}^{s}\right)$ corresponding to $\Upsilon^{s}$ and $\Upsilon_{1}^{s}$ is also of degree $2 s-1$ by $x$ and each addendum of degree $2 s$ in it is of degree not less than 1 by $t$. But the principal parts of $\lambda(E)$ and $\lambda\left(\Upsilon_{s}\right) \lambda\left(\Upsilon_{1}^{s}\right)$ coincide identically by variables $(t, x)$, hence the order satisfies the inequality $\operatorname{ord}\left(\left.\left\{E-\Upsilon^{s} \Upsilon_{1}^{s}\right\}\right|_{t=0}\right) \leq 2 s-2$. Let $a(t, x)$ and $h(t, x)$ be coefficients from $\Upsilon_{1}^{s}$ and $\Upsilon^{s}$. Using the identities

$$
a(t, x) \partial_{t} \partial^{\gamma} t g(x)=a(t, x) \partial^{\gamma} g(x)
$$

and

$$
h(t, x) \partial^{\beta} \partial_{t}\left[a(t, x) \partial^{\gamma} g(x)\right]=h(t, x) \partial^{\beta}\left[\left(\partial_{t} a(t, x)\right) \partial^{\gamma} g(x)\right]
$$

for any functions $g(x) \in C^{2 s-1}$ and $a(t, x) \in C^{s}$,

$$
\left.\operatorname{ord}\left[\left(h(t, x) \partial^{\beta}\right),\left(a(t, x) \partial^{\gamma}\right)\right]\right|_{t=0} \leq 2 s-2
$$

where $\partial_{t}=\partial / \partial t,|\beta| \leq s-1,|\gamma| \leq s,[A, B]:=A B-B A$ denotes the commutator of two operators, we reduce the term $\left.\left(\Upsilon^{s} \Upsilon_{1}^{s}+Q_{1}\right)\right|_{t=0}$ from formula (28)to the form prescribes by equation (36).

REMARK 2.4. We consider operators of the form:

$$
\left(\Upsilon^{k}+\beta I_{r}\right) f(z):=\left\{\sum_{0<|\alpha| \leq k}\left(\partial^{\alpha} f(z)\right) \eta_{\alpha}(z)\right\}+f(z) \beta(z),
$$

with $\eta_{\alpha}(z) \in \mathcal{A}_{v}, \alpha=\left(\alpha_{0}, \ldots, \alpha_{2^{r}-1}\right), 0 \leq \alpha_{j} \in \mathbf{Z}$ for each $j,|\alpha|=\alpha_{0}+\ldots+$ $\alpha_{2^{r}-1}, \beta I_{r} f(z):=f(z) \beta, \partial^{\alpha} f(z):=\partial^{|\alpha|} f(z) / \partial z_{0}^{\alpha_{0}} \ldots \partial z_{2^{r}-1}^{\alpha_{2^{r}-1}}, 2 \leq r \leq v<\infty$, $\beta(z) \in \mathcal{A}_{v}, z_{0}, \ldots, z_{2^{r}-1} \in \mathbf{R}, z=z_{0} i_{0}+\ldots+z_{2^{r}-1} i_{2^{r}-1}$.
Proposition 2.5. The operator $\left(\Upsilon^{k}+\beta\right)^{*}\left(\Upsilon^{k}+\beta\right)$ is elliptic on the space $C^{2 k}\left(\mathbf{R}^{2^{r}}, \mathcal{A}_{v}\right)$, where $\left(\Upsilon^{k}+\beta\right)^{*}$ denotes the adjoint operator (i.e. with adjoint coefficients).

Proof. In view of formulas (1) and (29) the form corresponding to the principal symbol of the operator $\left(\Upsilon^{k}+\beta\right)^{*}\left(\Upsilon^{k}+\beta\right)$ is with real coefficients, of degree $2 k$ and non-negative definite, consequently, the operator $\left(\Upsilon^{k}+\beta\right)^{*}\left(\Upsilon^{k}+\beta\right)$ is elliptic.
Example 2.6. Let $\Upsilon^{*}$ be the adjoint operator defined on differentiable $\mathcal{A}_{v}$ valued functions $f$ given by the formula:

$$
\begin{equation*}
(\Upsilon+\beta)^{*} f=\left[\sum_{j=0}^{n}\left(\partial f(z) / \partial z_{j}\right) \phi_{j}(z)\right]+f(z) \beta(z)^{*} \tag{37}
\end{equation*}
$$

Thus we can consider the operator

$$
\begin{equation*}
\Xi_{\beta}:=(\Upsilon+\beta)(\Upsilon+\beta)^{*} \tag{38}
\end{equation*}
$$

From Proposition 2.5 we have that the operator $\Xi_{\beta}$ is elliptic as classified by its principal symbol with real coefficients. Put $\Xi=\Xi_{0}$. In the $x$ coordinates from Section 2.1 it has the simpler form:

$$
\begin{align*}
&(\Upsilon+\beta)(\Upsilon+\beta)^{*} f=\sum_{j=0}^{n}\left(\partial^{2} f / \partial x_{j}^{2}\right)\left|t_{j}\right|^{2} \\
&+2 \sum_{0 \leq j<k \leq n}\left(\partial^{2} f / \partial x_{j} \partial x_{k}\right) \operatorname{Re}\left(t_{j} t_{k}^{*}\right) \\
&+2 \sum_{j=0}^{n}\left(\partial f / \partial x_{j}\right) \operatorname{Re}\left(t_{j}^{*} \beta\right)+\left\{f|\beta|^{2}\right.  \tag{39}\\
&\left.\quad+\sum_{j=0}^{n}\left[f\left(\partial \beta^{*} / \partial x_{j}\right)\right] t_{j}\right\}
\end{align*}
$$

because the coefficients $t_{j}$ are already constant. After a change of variables reducing the corresponding quadratic form to the sum of squares $\sum_{j} \epsilon_{j} s_{j}^{2}$ we get the formula:

$$
\begin{equation*}
\Upsilon \Upsilon^{*} f=\sum_{j=1}^{m}\left(\partial^{2} f / \partial s_{j}^{2}\right) \epsilon_{j} \tag{40}
\end{equation*}
$$

where $s_{j} \in \mathbf{R}, \epsilon_{j}=1$ for $1 \leq j \leq p$ and $\epsilon_{j}=-1$ for each $p<j \leq m, m \leq 2^{v}$, $1 \leq p \leq m$ depending on the signature $(p, m-p)$.

Generally (see Formula (36)) we have

$$
\begin{equation*}
A=(\Upsilon+\beta)\left(\Upsilon_{1}+\beta^{1}\right) f(z)=B_{0} f(z)+Q f(z) \tag{41}
\end{equation*}
$$

where the decomposition $P D O s$ are given by the formulas:

$$
\begin{align*}
B_{0} f(z)= & \sum_{j, k}\left[\left(\partial^{2} f(z) / \partial z_{j} \partial z_{k}\right) \phi_{j}^{1}(z)^{*}\right] \phi_{k}^{*}(z)+\left[f(z) \beta^{1}(z)\right] \beta(z)  \tag{42}\\
Q f(z)= & \sum_{j, k}\left[\left(\partial f(z) / \partial z_{j}\right)\left(\partial \phi_{j}^{1}(z)^{*} / \partial z_{k}\right)\right] \phi_{k}^{*}(z) \\
& +\sum_{j}\left[\left(\partial f(z) / \partial z_{j}\right) \phi_{j}^{1}(z)^{*}\right] \beta(z)  \tag{43}\\
& +\sum_{k}\left[f(z)\left(\partial \beta^{1}(z) / \partial z_{k}\right)\right] \phi_{k}^{*}(z)
\end{align*}
$$

and

$$
\begin{equation*}
\left(\Upsilon_{1}+\beta^{1}\right) f(z)=\left[\sum_{j}\left(\partial f(z) / \partial z_{j}\right) \phi_{j}^{1}(z)^{*}\right]+f(z) \beta^{1}(z) \tag{44}
\end{equation*}
$$

The latter equations show that coefficients of the operator $Q$ may be generalized functions, when $\phi_{j}^{1}(z)$ for some $j$ or $\beta^{1}(z)$ are locally $C^{0}$ or locally $C^{1}$ functions, while $\phi_{k}(z)$ for each $k$ and $\beta(z)$ are locally $C^{0}$ functions on $U$. We consider this in more details in the next section.

### 2.4. Partial differential operators with generalized coefficients

Let an operator $Q$ be given by the formula:

$$
\begin{equation*}
\left[A f, \omega^{\otimes(u+1)}\right)=\left[\Upsilon^{s}\left(\Upsilon_{1}^{s} f\right)+Q f, \omega^{\otimes(u+1)}\right) \tag{45}
\end{equation*}
$$

for each real-valued test function $\omega$ on a domain $U$. Initially it is considered on a domain in the Cayley-Dickson algebra $\mathcal{A}_{v}$. But in the case when $Q$ and $f$ depend on smaller number of real coordinates $z_{0}, \ldots, z_{n-1}$ we can take the real shadow of $U$ and its sub-domain $V$ of variables $\left(z_{0}, \ldots, z_{n-1}\right)$, where $z_{k}$ are marked for example being zero for all $n \leq k \leq 2^{v}-1$. Thus we take a domain $V$ which is a canonical closed subset in the Euclidean space $\mathbf{R}^{n}$, where $2^{v-1} \leq n \leq 2^{v}-1, v \geq 2$.

A canonical closed subset $P$ of the Euclidean space $X=\mathbf{R}^{n}$ is called a quadrant if it can be given by the condition $P:=\left\{x \in X: q_{j}(x) \geq 0\right\}$, where $\left(q_{j}: j \in \Lambda_{P}\right)$ are linearly independent elements of the topologically adjoint space $X^{*}$. Here $\Lambda_{P} \subset \mathbf{N}\left(\right.$ with $\left.\operatorname{card}\left(\Lambda_{P}\right)=k \leq n\right)$ and $k$ is called the index of $P$. If $x \in P$ and exactly $j$ of functionals $q_{i}$ 's satisfy the equality $q_{i}(x)=0$ then $x$ is called a corner of index $j$. That is a quadrant $P$ is affine diffeomorphic with the domain $P^{n}=\prod_{j=1}^{n}\left[\mathrm{a}_{j}, b_{j}\right]$, where $-\infty \leq \mathrm{a}_{j}<b_{j} \leq \infty,\left[\mathrm{a}_{j}, b_{j}\right]:=\{x \in$ $\left.\mathbf{R}: \mathrm{a}_{j} \leq x \leq b_{j}\right\}$ denotes the segment in $\mathbf{R}$. This means that there exists a vector $p \in \mathbf{R}^{n}$ and a linear invertible mapping $C$ on $\mathbf{R}^{n}$ so that $C(P)-p=P^{n}$. We put $t^{j, 1}:=\left(t_{1}, \ldots, t_{j}, \ldots, t_{n}: t_{j}=a_{j}\right), t^{j, 2}:=\left(t_{1}, \ldots, t_{j}, \ldots, t_{n}: t_{j}=b_{j}\right)$. Consider $t=\left(t_{1}, \ldots, t_{n}\right) \in P^{n}$.

Then a manifold $M$ with corners is defined as follows. It is a metric separable space modelled on the Euclidean space $X=\mathbf{R}^{n}$ and it is supposed to be of class $C^{s}$, where $1 \leq s$. Charts on the manifold $M$ are denoted by $\left(U_{l}, u_{l}, P_{l}\right)$, that is, $u_{l}: U_{l} \rightarrow u_{l}\left(U_{l}\right) \subset P_{l}$ is a $C^{s}$-diffeomorphism for each $l$, where a subset $U_{l}$ is open in $M$, the composition $u_{l} \circ u_{j}^{-1}$ is of $C^{s}$ class of smoothness from the domain $u_{j}\left(U_{l} \cap U_{j}\right) \neq \emptyset$ onto $u_{l}\left(U_{l} \cap U_{j}\right)$, that is, $u_{j} \circ u_{l}^{-1}$ and $u_{l} \circ u_{j}^{-1}$ are bijective, $\bigcup_{j} U_{j}=M$.

A point $x \in M$ is called a corner of index $j$ if there exists a chart $(U, u, P)$ of $M$ with $x \in U$ and $u(x)$ is of index $\operatorname{ind}_{M}(x)=j$ in $u(U) \subset P$. A set of all corners of index $j \geq 1$ is called a border $\partial M$ of $M, x$ is called an inner point of $M$ if $\operatorname{ind}_{M}(x)=0$, so $\partial M=\bigcup_{j \geq 1} \partial^{j} M$, where $\partial^{j} M:=\left\{x \in M: \operatorname{ind}_{M}(x)=j\right\}$ (see also [26]). We consider that
(D1) $V$ is a canonical closed subset in the Euclidean space $\mathbf{R}^{n}$, that is $V=$ $c l(\operatorname{Int}(V))$, where $\operatorname{Int}(V)$ denotes the interior of $V$ and $c l(V)$ denotes the closure of $V$.

Particularly, the entire Euclidean space $\mathbf{R}^{n}$ may also be taken. Let a manifold $W$ be satisfying the following conditions $(i-v)$.
(i) The manifold $W$ is continuous and piecewise $C^{\alpha}$, where $C^{l}$ denotes the family of $l$ times continuously differentiable functions. This means by the definition that $W$ as the manifold is of class $C^{0} \cap C_{l o c}^{\alpha}$. That is $W$ is of class $C^{\alpha}$ on open subsets $W_{0, j}$ in $W$ and $W \backslash\left(\bigcup_{j} W_{0, j}\right)$ has a codimension not less than one in $W$.
(ii) $W=\bigcup_{j=0}^{m} W_{j}$, where $W_{0}=\bigcup_{k} W_{0, k}, W_{j} \cap W_{k}=\emptyset$ for each $k \neq j$, $m=\operatorname{dim}_{\mathbf{R}} W, \operatorname{dim}_{\mathbf{R}} W_{j}=m-j, W_{j+1} \subset \partial W_{j}$.
(iii) Each $W_{j}$ with $j=0, \ldots, m-1$ is an oriented $C^{\alpha}$-manifold, $W_{j}$ is open in $\bigcup_{k=j}^{m} W_{k}$. An orientation of $W_{j+1}$ is consistent with that of $\partial W_{j}$ for each $j=0,1, \ldots, m-2$. For $j>0$ the set $W_{j}$ is allowed to be void or non-void.
(iv) A sequence $W^{k}$ of $C^{\alpha}$ orientable manifolds embedded into the Euclidean space $\mathbf{R}^{n}$, with $\alpha \geq 1$, exists such that $W^{k}$ uniformly converges to $W$ on each compact subset in $\mathbf{R}^{n}$ relative to the metric dist. For two subsets $B$ and $E$ in a metric space $X$ with a metric $\rho$ we put

$$
\begin{equation*}
\operatorname{dist}(B, E):=\max \left\{\sup _{b \in B} \operatorname{dist}(\{b\}, E), \sup _{e \in E} \operatorname{dist}(B,\{e\})\right\} \tag{46}
\end{equation*}
$$

where $\operatorname{dist}(\{b\}, E):=\inf _{e \in E} \rho(b, e), \operatorname{dist}(B,\{e\}):=\inf _{b \in B} \rho(b, e), b \in B$, $e \in E$. Generally, $\operatorname{dim}_{\mathbf{R}} W=m \leq n$. Let $\left(e_{1}^{k}(x), \ldots, e_{m}^{k}(x)\right)$ be a basis in the tangent space $T_{x} W^{k}$ at $x \in W^{k}$ consistent with the orientation of $W^{k}, k \in \mathbf{N}$. We suppose that the sequence of orientation frames $\left(e_{1}^{k}\left(x_{k}\right), \ldots, e_{m}^{k}\left(x_{k}\right)\right)$ of $W^{k}$ at $x_{k}$ converges to $\left(e_{1}(x), \ldots, e_{m}(x)\right)$ for each $x \in W_{0}$, where $\lim _{k} x_{k}=x \in W_{0}$, while $e_{1}(x), \ldots, e_{m}(x)$ are linearly independent vectors in $\mathbf{R}^{n}$.
(v) Let a sequence of Riemann volume elements $\lambda_{k}$ on $W^{k}$ (see §XIII. 2 [30]) induce a limit volume element $\lambda$ on $W$, that is, $\lambda(B \cap W)=\lim _{k \rightarrow \infty}(B \cap$ $W^{k}$ ) for each compact canonical closed subset $B$ in $\mathbf{R}^{n}$, consequently, $\lambda\left(W \backslash W_{0}\right)=0$.
(vi) We consider surface integrals of the second kind, i.e. by the oriented surface $W$ (see $(i v)$ ), where $W_{j}$ is oriented for each $j=0, \ldots, m-1$ (see also §XIII.2.5 [30]).

Suppose that a boundary $\partial U$ of $U$ satisfies Conditions $(i-v)$ and
(vii) let the orientations of $\partial U^{k}$ and $U^{k}$ be consistent for each $k \in \mathbf{N}$ (see Proposition 2 and Definition 3 §XIII.2.5 [30]).

Particularly, the Riemann volume element $\lambda_{k}$ on $\partial U^{k}$ is consistent with the Lebesgue measure on $U^{k}$ induced from $\mathbf{R}^{n}$ for each $k$. These conditions provide the measure $\lambda$ on $\partial U$ as in $(v)$.

The consideration of this section certainly encompasses the case of a domain $U$ with a $C^{\alpha}$ boundary $\partial U$ as well.

Suppose that $U_{1}, \ldots, U_{l}$ are domains in the Euclidean space $\mathbf{R}^{n}$ satisfying conditions $(D 1, i-v i i)$ and such that $U_{j} \cap U_{k}=\partial U_{j} \cap \partial U_{k}$ for each $j \neq k$, $U=\bigcup_{j=1}^{l} U_{j}$. Consider a function $g: U \rightarrow \mathcal{A}_{v}$ such that each its restriction $\left.g\right|_{U_{j}}$ is of class $C^{s}$, but $g$ on the entire domain $U$ may be discontinuous or not $C^{k}$, where $0 \leq k \leq s, 1 \leq s$. If $x \in \partial U_{j} \cap \partial U_{k}$ for some $j \neq k, x \in \operatorname{Int}(U)$, such that $x$ is of index $m \geq 1$ in $U_{j}$ (and in $U_{k}$ also). Then there exists canonical $C^{\alpha}$ local coordinates $\left(y_{1}, \ldots, y_{n}\right)$ in a neighborhood $V_{x}$ of $x$ in $U$ such that $S:=V_{x} \cap \partial^{m} U_{j}=\left\{y: y \in V_{x} ; y_{1}=0, \ldots, y_{m}=0\right\}$. Using locally finite coverings of the locally compact topological space $\partial U_{j} \cap \partial U_{k}$ without loss of generality we suppose that $C^{\alpha}$ functions $P_{1}(z), \ldots, P_{m}(z)$ on $\mathbf{R}^{n}$ exist with $S=\left\{z: z \in \mathbf{R}^{n} ; P_{1}(z)=0, \ldots, P_{m}(z)=0\right\}$. Therefore, on the surface $S$ the delta-function $\delta\left(P_{1}, \ldots, P_{m}\right)$ exists, for $m=1$ denoting them $P=P_{1}$ and $\delta(P)$ respectively (see §III.1 [3]).

It is possible to choose $y_{j}=P_{j}$ for $j=1, \ldots, m$. Using generalized functions with definite supports, for example compact supports, there is possible without loss of generality to consider that $y_{1}, \ldots, y_{n} \in \mathbf{R}$ are real variables. Let $\theta\left(P_{j}\right)$ be the characteristic function of the domain $\mathcal{P}_{j}:=\left\{z: P_{j}(z) \geq 0\right\}$, $\theta\left(P_{j}\right):=1$ for $P_{j} \geq 0$ and $\theta\left(P_{j}\right)=0$ for $P_{j}<0$. Then the generalized function $\theta\left(P_{1}, \ldots, P_{m}\right):=\theta\left(P_{1}\right) \ldots \theta\left(P_{m}\right)$ can be considered as the direct product of generalized functions $\theta\left(y_{1}\right), \ldots, \theta\left(y_{m}\right), 1\left(y_{m+1}, \ldots, y_{n}\right) \equiv 1$, since variables $y_{1}, \ldots, y_{n}$ are independent. Then in the class of generalized functions the following formulas are valid:

$$
\begin{equation*}
\partial \theta\left(P_{j}\right) / \partial z_{k}=\delta\left(P_{j}\right)\left(\partial P_{j} / \partial z_{k}\right) \tag{47}
\end{equation*}
$$

for each $k=1, \ldots, n$, consequently,

$$
\begin{align*}
\operatorname{grad} & {\left[\theta\left(P_{1}, \ldots, P_{m}\right)\right]=} \\
& =\sum_{j=1}^{m}\left[\theta\left(P_{1}\right) \ldots \theta\left(P_{j-1}\right) \delta\left(P_{j}\right)\left(\operatorname{grad}\left(P_{j}\right)\right) \theta\left(P_{j+1}\right) \ldots \theta\left(P_{m}\right)\right] \tag{48}
\end{align*}
$$

where $\operatorname{grad} g(z):=\left(\partial g(z) / \partial z_{1}, \ldots, \partial g(z) / \partial z_{n}\right)$ (see Formulas III.1.3(1, 7, $\left.7^{\prime}, 9\right)$ and III.1.9(6) [3]).

Let for the domain $U$ in the Euclidean space $\mathbf{R}^{\mathbf{n}}$ the set of internal surfaces $c l_{U}\left[\operatorname{Int}_{\mathbf{R}^{n}}(U) \cap \bigcup_{j \neq k}\left(\partial U_{j} \cap \partial U_{k}\right)\right]$ in $U$ on which a function $g: U \rightarrow \mathcal{A}_{v}$ or its derivatives may be discontinuous is presented as the disjoint union of surfaces $\Gamma_{j}$, where each surface $\Gamma^{j}$ is the boundary of the sub-domain

$$
\begin{equation*}
\mathcal{P}^{j}:=\left\{P_{j, 1}(z) \geq 0, \ldots, P_{j, m_{j}}(z) \geq 0\right\}, \quad \Gamma^{j}=\partial \mathcal{P}^{j}=\bigcup_{k=1}^{m_{j}} \partial^{k} \mathcal{P}^{j} \tag{49}
\end{equation*}
$$

$m_{j} \in \mathbf{N}$ for each $j, c l_{X}(V)$ denotes the closure of a subset $V$ in a topological space $X, \operatorname{Int}_{X}(V)$ denotes the interior of $V$ in $X$. By its construction $\left\{\mathcal{P}^{j}: j\right\}$ is the covering of $U$ which is the refinement of the covering $\left\{U_{k}: k\right\}$, i.e. for each $\mathcal{P}^{j}$ a number $k$ exists so that $\mathcal{P}^{j} \subset U_{k}$ and $\partial \mathcal{P}^{j} \subset \partial U_{k}$ and $\bigcup_{j} \mathcal{P}^{j}=$ $\bigcup_{k} U_{k}=U$. We put

$$
\begin{align*}
h_{j}(z(x)) & =\left.h(x)\right|_{x \in \Gamma^{j}} \\
& :=\lim _{y_{j, 1} \downarrow 0, \ldots, y_{j, n} \downarrow 0} g(z(x+y))-\lim _{y_{j, 1 \downarrow 0, \ldots, y_{j, n} \downarrow 0}} g(z(x-y)) \tag{50}
\end{align*}
$$

in accordance with the supposition made above that $g$ can have only discontinuous of the first kind, i.e. the latter two limits exist on each $\Gamma^{j}$, where $x$ and $y$ are written in coordinates in $\mathcal{P}^{j}, z=z(x)$ denotes the same point in the global coordinates $z$ of the Euclidean space $\mathbf{R}^{n}$. Then we take a new continuous function

$$
\begin{equation*}
g^{1}(z)=g(z)-\sum_{j} h_{j}(z) \theta\left(P_{j, 1}(z), \ldots, P_{j, m_{j}}(z)\right) \tag{51}
\end{equation*}
$$

Let the partial derivatives and the gradient of the function $g^{1}$ be calculated piecewise one each $U_{k}$. Since $g^{1}$ is the continuous function, it is the regular generalized function by the definition, consequently, its partial derivatives exist as the generalized functions. If $\left.g^{1}\right|_{U_{j}} \in C^{1}\left(U_{j}, \mathcal{A}_{v}\right)$, then $\partial g^{1}(z) / \partial z_{k}$ is the continuous function on $U_{j}$. The latter means that in such case $\partial g^{1}(z) \chi_{U_{j}}(z) / \partial z_{k}$ is the regular generalized function on $U_{j}$ for each $k$, where $\chi_{G}(z)$ denotes the characteristic function of a subset $G$ in $\mathcal{A}_{v}, \chi_{G}(z)=1$ for each $z \in G$, while $\chi(z)=0$ for $z \in \mathcal{A}_{v} \backslash G$. Therefore, one gets:

$$
g^{1}(z)=\sum_{j} g^{1}(z) \chi_{U_{j} \backslash \cup_{k<j} U_{k}}(z)
$$

where $U_{0}=\emptyset, j, k \in \mathbf{N}$.
On the other hand, the function $g(z)$ is locally continuous on $U$, consequently, it defines the regular generalized function on the space $\mathcal{D}\left(U, \mathcal{A}_{v}\right)$ of test functions by the formula:

$$
[g, \omega):=\int_{U} g(z) \omega(z) \lambda(d z)
$$

where $\lambda$ is the Lebesgue measure on $U$ induced by the Lebesgue measure on the real shadow $\mathbf{R}^{2^{v}}$ of the Cayley-Dickson algebra $\mathcal{A}_{v}, \omega \in \mathcal{D}\left(U, \mathcal{A}_{v}\right)$. Thus partial derivatives of $g$ exist as generalized functions.

In accordance with formulas (47), (48) and (51) we infer that the gradient of the function $g(z)$ on the domain $U$ is the following:

$$
\begin{equation*}
\operatorname{grad} g(z)=\operatorname{grad} g^{1}(z)+\sum_{j} h_{j}(z) \operatorname{grad} \theta\left(P_{j, 1}, \ldots, P_{j, m_{j}}\right) \tag{52}
\end{equation*}
$$

Thus formulas (48) and (52) permit calculations of coefficients of the partial differential operator $Q$ given by formula (43).

### 2.5. Line generalized functions

Let $U$ be a domain satisfying conditions $2.1(D 1, D 2)$ [21] and $(D 1, i-v i i)$. We embed the Euclidean space $\mathbf{R}^{n}$ into the Cayley-Dickson algebra $\mathcal{A}_{v}, 2^{v-1} \leq$ $n \leq 2^{v}-1$, as the $\mathbf{R}$ affine sub-space putting $\mathbf{R}^{n} \ni x=\left(x_{1}, \ldots, x_{n}\right) \mapsto$ $x_{1} i_{j_{1}}+\ldots+x_{n} i_{j_{n}}+x^{0} \in \mathcal{A}_{v}$, where $j_{k} \neq j_{l}$ for each $k \neq l, x^{0}$ is a marked CayleyDickson number, for example, $j_{k}=k$ for each $k, x^{0}=0$. Moreover, each $z_{j}$ can be written in the $z$-representation in accordance with formulas $2.1(1-3)$ [21].

We denote by $\mathbf{P}=\mathbf{P}(U)$ the family of all rectifiable paths $\gamma:\left[a_{\gamma}, b_{\gamma}\right] \rightarrow U$ supplied with the metric

$$
\begin{equation*}
\rho(\gamma, \omega):=\left|\gamma(a)-\omega\left(a_{\omega}\right)\right|+\inf _{\phi} V_{a}^{b}(\gamma(t))-\omega(\phi(t)) \tag{53}
\end{equation*}
$$

where the infimum is taken by all diffeomorphisms $\phi:\left[a_{\gamma}, b_{\gamma}\right] \rightarrow\left[a_{\omega}, b_{\omega}\right]$ so that $\phi\left(a_{\gamma}\right)=a_{\omega}, a=a_{\gamma}<b_{\gamma}=b$.

Let us introduce a continuous mapping $g: \mathcal{B}\left(U, \mathcal{A}_{v}\right) \times \mathbf{P}(U) \times \mathcal{V}\left(U, \mathcal{A}_{v}\right) \rightarrow Y$ such that its values are denoted by $[g ; \omega, \gamma ; \nu]$, where $Y$ is a module over the Cayley-Dickson algebra $\mathcal{A}_{v}, \omega \in \mathcal{B}\left(U, \mathcal{A}_{v}\right), \gamma \in \mathbf{P}(U)$, while $\mathcal{V}\left(U, \mathcal{A}_{v}\right)$ denotes the family of all functions on $U$ with values in the Cayley-Dickson algebra of bounded variation (see $\S 2.3[21]), \nu \in \mathcal{V}\left(U, \mathcal{A}_{v}\right)$. For the identity mapping $\nu(z)=i d(z)=z$ values of this functional will be denoted shortly by $[g ; \omega, \gamma]$. Suppose that this mapping $g$ satisfies the following properties $(G 1-G 5)$ :
(G1) $[g ; \omega, \gamma ; \nu]$ is bi- $\mathbf{R}$ homogeneous and $\mathcal{A}_{v}$ additive by a test function $\omega$ and by a function of bounded variation $\nu$;
(G2) $[g ; \omega, \gamma ; \nu]=\left[g ; \omega, \gamma^{1} ; \nu\right]+\left[g ; \omega, \gamma^{2} ; \nu\right]$ for each $\gamma, \gamma^{1}$ and $\gamma^{2} \in \mathbf{P}(U)$ such that $\gamma(t)=\gamma^{1}(t)$ for all $t \in\left[a_{\gamma^{1}}, b_{\gamma^{1}}\right]$ and $\gamma(t)=\gamma^{2}(t)$ for any $t \in\left[a_{\gamma^{2}}, b_{\gamma^{2}}\right]$ and $a_{\gamma^{1}}=a_{\gamma}$ and $a_{\gamma^{2}}=b_{\gamma^{1}}$ and $b_{\gamma}=b_{\gamma^{2}}$.
(G3) If a rectifiable curve $\gamma$ does not intersect a support of a test function $\omega$ or a function of bounded variation $\nu, \gamma([a, b]) \cap(\operatorname{supp}(\omega) \cap \operatorname{supp}(\nu))=\emptyset$, then $[g ; \omega, \gamma ; \nu]=0$, where $\operatorname{supp}(\omega):=\operatorname{cl}\{z \in U: \omega(z) \neq 0\}$.

Further we put
(G4)
$\left[\partial^{|m|} g(z) / \partial z_{0}^{m_{0}} \ldots \partial z_{2^{v}-1}^{m_{2 v}-1} ; \omega, \gamma\right]:=(-1)^{|m|}\left[g ; \partial^{|m|} \omega(z) / \partial z_{0}^{m_{0}} \ldots \partial z_{2^{v}-1}^{m_{2}-1}, \gamma\right]$ for each $m=\left(m_{0}, \ldots, m_{2^{v}-1}\right), \quad m_{j}$ is a non-negative integer $0 \leq m_{j} \in \mathbf{Z}$ for each $j,|m|:=m_{0}+\ldots+m_{2^{v}-1}$. In the case of a super-differentiable function $\omega$ and a generalized function $g$ we also put
(G5) $\left[\left(d^{k} g(z) / d z^{k}\right) .\left(h_{1}, \ldots, h_{k}\right) ; \omega, \gamma\right]:=(-1)^{k}\left[g ;\left(d^{k} \omega(z) / d z^{k}\right) \cdot\left(h_{1}, \ldots, h_{k}\right), \gamma\right]$ for any natural number $k \in \mathbf{N}$ and Cayley-Dickson numbers $h_{1}, . ., h_{k} \in$ $\mathcal{A}_{v}$.

Then $g$ is called the $Y$ valued line generalized function on $\mathcal{B}\left(U, \mathcal{A}_{v}\right) \times \mathbf{P}(U) \times$ $\mathcal{V}\left(U, \mathcal{A}_{v}\right)$. Analogously it can be defined on $\mathcal{D}\left(U, \mathcal{A}_{v}\right) \times \mathbf{P}(U) \times \mathcal{V}\left(U, \mathcal{A}_{v}\right)$. In the case $Y=\mathcal{A}_{v}$ we call it simply the line generalized function, while for $Y=L_{q}\left(\mathcal{A}_{v}^{k}, \mathcal{A}_{v}^{l}\right)$ we call it the line generalized operator valued function, $k, l \geq 1$, omitting "on $\mathcal{B}\left(U, \mathcal{A}_{v}\right) \times \mathbf{P}(U) \times \mathcal{V}\left(U, \mathcal{A}_{v}\right)$ " or "line" for short, when it is specified. Their spaces we denote by $L_{q}\left(\mathcal{B}\left(U, \mathcal{A}_{v}\right) \times \mathbf{P}(U) \times \mathcal{V}\left(U, \mathcal{A}_{v}\right) ; Y\right)$. Thus if $g$ is a generalized function, then formula (G5) defines the operator valued generalized function $d^{k} g(z) / d z^{k}$ with $k \in \mathbf{N}$ and $l=1$.

If $g$ is a continuous function on $U$, then the formula

$$
\begin{equation*}
[g ; \omega, \gamma ; \nu]=\int_{\gamma} g(y) \omega(y) d \nu(y) \tag{54}
\end{equation*}
$$

defines the generalized function. If $\hat{f}(z)$ is a continuous $L_{q}\left(\mathcal{A}_{v}, \mathcal{A}_{v}\right)$ valued function on $U$, then it defines the generalized operator valued function with $Y=L_{q}\left(\mathcal{A}_{v}, \mathcal{A}_{v}\right)$ such that

$$
\begin{equation*}
[\hat{f} ; \omega, \gamma ; \nu]=\int_{\gamma}\{\hat{f}(z) \cdot \omega(z)\} d \nu(z) \tag{55}
\end{equation*}
$$

Particularly, for $\nu=i d$ the equality $d \nu(z)=d z$ is satisfied.
We consider on $L_{q}\left(\mathcal{B}\left(U, \mathcal{A}_{v}\right) \times \mathbf{P}(U) \times \mathcal{V}\left(U, \mathcal{A}_{v}\right) ; Y\right)$ the strong topology:
(G6) $\lim _{l} f^{l}=f$ means by the definition that for each marked test function $\omega \in$ $\mathcal{B}\left(U, \mathcal{A}_{v}\right)$ and rectifiable path $\gamma \in \mathbf{P}(U)$ and function of bounded variation $\nu \in \mathcal{V}\left(U, \mathcal{A}_{v}\right)$ the limit relative to the norm in $Y$ exists $\lim _{l}\left[f^{l} ; \omega, \gamma ; \nu\right]=$ $[f ; \omega, \gamma ; \nu]$.

### 2.6. Poly-functionals

Let $\mathbf{a}_{k}: \mathcal{B}\left(U, \mathcal{A}_{r}\right)^{k} \rightarrow \mathcal{A}_{r}$ or $\mathbf{a}_{k}: \mathcal{D}\left(U, \mathcal{A}_{r}\right)^{k} \rightarrow \mathcal{A}_{r}$ be a continuous mapping satisfying the following three conditions:
(P1) $\left[\mathbf{a}_{k}, \omega^{1} \otimes \ldots \otimes \omega^{k}\right)$ is $\mathbf{R}$-homogeneous $\left[\mathbf{a}_{k}, \omega^{1} \otimes \ldots \otimes\left(\omega^{l} t\right) \otimes \ldots \otimes \omega^{k}\right)=$ $\left[\mathbf{a}_{k}, \omega^{1} \otimes \ldots \otimes \omega^{l} \otimes \ldots \otimes \omega^{k}\right) t=\left[\mathbf{a}_{k} t, \omega^{1} \otimes \ldots \otimes \omega^{k}\right)$ for each $t \in \mathbf{R}$ and $\mathcal{A}_{r}$-additive $\left[\mathbf{a}_{k}, \omega^{1} \otimes \ldots \otimes\left(\omega^{l}+\kappa^{l}\right) \otimes \ldots \otimes \omega^{k}\right)=\left[\mathbf{a}_{k}, \omega^{1} \otimes \ldots \otimes \omega^{l} \otimes \ldots \otimes\right.$ $\left.\omega^{k}\right)+\left[\mathbf{a}_{k}, \omega^{1} \otimes \ldots \otimes \kappa^{l} \otimes \ldots \otimes \omega^{k}\right)$ by any $\mathcal{A}_{r}$ valued test functions $\omega^{l}$ and $\kappa^{l}$, when other functions are marked, $l=1, \ldots, k$, i.e. it is $k \mathbf{R}$-linear and $k \mathcal{A}_{r}$-additive, where $\left[\mathbf{a}_{k}, \omega^{1} \otimes \ldots \otimes \omega^{k}\right)$ denotes a value of $\mathbf{a}_{k}$ on given test $\mathcal{A}_{r}$ valued functions $\omega^{1}, \ldots, \omega^{k}$;
$(\mathrm{P} 2)\left[\mathbf{a}_{k} \alpha, \omega^{1} \otimes \ldots \otimes\left(\omega^{l} \beta\right) \otimes \ldots \otimes \omega^{k}\right)=\left(\left[\mathbf{a}_{k}, \omega^{1} \otimes \ldots \otimes \omega^{l} \otimes \ldots \otimes \omega^{k}\right) \alpha\right) \beta$ $=\left[\left(\mathbf{a}_{k} \alpha\right) \beta, \omega^{1} \otimes \ldots \otimes \omega^{l} \otimes \ldots \otimes \omega^{k}\right)$ for all real-valued test functions and $\alpha, \beta \in \mathcal{A}_{r}$;
(P3) $\left[\mathbf{a}_{k}, \omega^{\sigma(1)} \otimes \ldots \otimes \omega^{\sigma(k)}\right)=\left[\mathbf{a}_{k}, \omega^{1} \otimes \ldots \otimes \omega^{k}\right)$ for all real-valued test functions and each transposition $\sigma$, i.e. bijective surjective mapping $\sigma$ : $\{1, \ldots, k\} \rightarrow\{1, \ldots, k\}$.
Then $\mathbf{a}_{k}$ will be called the symmetric $k \mathbf{R}$-linear $k \mathcal{A}_{r}$-additive continuous functional, $1 \leq k \in \mathbf{Z}$. The family of all such symmetric functionals is denoted by $\mathcal{B}^{\prime}{ }_{k, s}\left(U, \mathcal{A}_{v}\right)$ or $\mathcal{D}^{\prime}{ }_{k, s}\left(U, \mathcal{A}_{r}\right)$ correspondingly. A functional satisfying conditions $(P 1, P 2)$ is called a continuous $k$-functional over $\mathcal{A}_{r}$ and their family is denoted by $\mathcal{B}^{\prime}{ }_{k}\left(U, \mathcal{A}_{r}\right)$ or $\mathcal{D}^{\prime}{ }_{k}\left(U, \mathcal{A}_{r}\right)$ respectively. When a situation is outlined we may omit for short "continuous" or " $k \mathbf{R}$-linear $k \mathcal{A}_{v}$-additive".

The sum of two $k$-functionals over the Cayley-Dickson algebra $\mathcal{A}_{r}$ is prescribed by the equality:

$$
\begin{equation*}
\left[\mathbf{a}_{k}+\mathbf{b}_{k}, \omega^{1} \otimes \ldots \otimes \omega^{k}\right)=\left[\mathbf{a}_{k}, \omega^{1} \otimes \ldots \otimes \omega^{k}\right)+\left[\mathbf{b}_{k}, \omega^{1} \otimes \ldots \otimes \omega^{k}\right) \tag{56}
\end{equation*}
$$

for each test functions. Using formula (56) each $k$-functional can be written as

$$
\begin{align*}
& {\left[\mathbf{a}_{k}, \omega^{1} \otimes \ldots \otimes \omega^{k}\right)=} \\
& \quad=\left[\mathbf{a}_{k, 0} i_{0}, \omega^{1} \otimes \ldots \otimes \omega^{k}\right)+\ldots+\left[\mathbf{a}_{k, 2^{r}-1} i_{2^{r}-1}, \omega^{1} \otimes \ldots \otimes \omega^{k}\right) \tag{57}
\end{align*}
$$

where $\left[\mathbf{a}_{k, j}, \omega^{1} \otimes \ldots \otimes \omega^{k}\right) \in \mathbf{R}$ is real for all real-valued test functions $\omega^{1}, \ldots, \omega^{k}$ and each $j ; i_{0}, \ldots, i_{2^{r}-1}$ denote the standard generators of the Cayley-Dickson algebra $\mathcal{A}_{r}$.

The direct product $\mathbf{a}_{k} \otimes \mathbf{b}_{p}$ of two functionals $\mathbf{a}_{k}$ and $\mathbf{b}_{p}$ for the same space of test functions is a $k+p$-functional over $\mathcal{A}_{r}$ given by the following three conditions:
(P4) $\left[\mathbf{a}_{k} \otimes \mathbf{b}_{p}, \omega^{1} \otimes \ldots \otimes \omega^{k+p}\right)=\left[\mathbf{a}_{k}, \omega^{1} \otimes \ldots \otimes \omega^{k}\right)\left[\mathbf{b}_{p}, \omega^{k+1} \otimes \ldots \otimes \omega^{k+p}\right)$ for any real-valued test functions $\omega^{1}, \ldots, \omega^{k+p}$;
(P5) if $\left[\mathbf{b}_{p}, \omega^{k+1} \otimes \ldots \otimes \omega^{k+p}\right) \in \mathbf{R}$ is real for any real-valued test functions, then $\left[\left(\mathbf{a}_{k} N_{1}\right) \otimes\left(\mathbf{b}_{p} N_{2}\right), \omega^{1} \otimes \ldots \otimes \omega^{k+p}\right)=\left(\left[\mathbf{a}_{k} \otimes \mathbf{b}_{p}, \omega^{1} \otimes \ldots \otimes \omega^{k+p}\right) N_{1}\right) N_{2}$ for any real-valued test functions $\omega^{1}, \ldots, \omega^{k+p}$ and Cayley-Dickson numbers $N_{1}, N_{2} \in \mathcal{A}_{r} ;$
(P6) if $\left[\mathbf{a}_{k}, \omega^{1} \otimes \ldots \otimes \omega^{k}\right) \in \mathbf{R}$ and $\left[\mathbf{b}_{p}, \omega^{k+1} \otimes \ldots \otimes \omega^{k+p}\right) \in \mathbf{R}$ are real for any real-valued test functions, then $\left[\mathbf{a}_{k} \otimes \mathbf{b}_{p}, \omega^{1} \otimes \ldots \otimes\left(\omega^{l} N_{1}\right) \otimes \ldots \otimes \omega^{k+p}\right)=$ $\left[\mathbf{a}_{k} \otimes \mathbf{b}_{p}, \omega^{1} \otimes \ldots \otimes \omega^{k+p}\right) N_{1}$ for any real-valued test functions $\omega^{1}, \ldots, \omega^{k+p}$ and each Cayley-Dickson number $N_{1} \in \mathcal{A}_{r}$ for each $l=1, \ldots, k+p$.
Therefore, we can now consider a partial differential operator of order $u$ acting on a generalized function $f \in \mathcal{B}^{\prime}\left(U, \mathcal{A}_{r}\right)$ or $f \in \mathcal{D}^{\prime}\left(U, \mathcal{A}_{r}\right)$ and with generalized coefficients either $\mathbf{a}_{\alpha} \in \mathcal{B}_{|\alpha|}^{\prime}\left(U, \mathcal{A}_{r}\right)$ or all $\mathbf{a}_{\alpha} \in \mathcal{D}^{\prime}{ }_{|\alpha|}\left(U, \mathcal{A}_{r}\right)$ correspondingly:

$$
\begin{equation*}
A f(x)=\sum_{|\alpha| \leq u}\left(\partial^{\alpha} f(x)\right) \otimes\left[\left(\mathbf{a}_{\alpha}(x)\right) \otimes 1^{\otimes(u-|\alpha|)}\right] \tag{58}
\end{equation*}
$$

where $\partial^{\alpha} f=\partial^{|\alpha|} f(x) / \partial x_{0}^{\alpha_{0}} \ldots \partial x_{n}^{\alpha_{n}}, x=x_{0} i_{0}+\ldots x_{n} i_{n}, x_{j} \in \mathbf{R}$ for each $j, 1 \leq n=2^{r}-1, \alpha=\left(\alpha_{0}, \ldots, \alpha_{n}\right),|\alpha|=\alpha_{0}+\ldots+\alpha_{n}, 0 \leq \alpha_{j} \in \mathbf{Z}$, $[1, \omega):=\int_{U} \omega(y) \lambda(d y), \lambda$ denotes the Lebesgue measure on $U$, for convenience $1^{\otimes 0}$ means the multiplication on the unit $1 \in \mathbf{R}$. The partial differential equation $A f=g$ in terms of generalized functions has a solution $f$ means by the definition that

$$
\begin{equation*}
\left[A f, \omega^{\otimes(u+1)}\right)=\left[g, \omega^{\otimes(u+1)}\right) \tag{59}
\end{equation*}
$$

for each real-valued test function $\omega$ on $U$, where $\omega^{\otimes k}=\omega \otimes \ldots \otimes \omega$ denotes the $k$ times direct product of a test functions $\omega$.
THEOREM 2.7. Let $A=A_{u}$ be a partial differential operator with generalized over the Cayley-Dickson algebra $\mathcal{A}_{r}$ coefficients of an even order $u=2 s$ on $U$ such that each $\mathbf{a}_{\alpha}$ is symmetric for $|\alpha|=u$ and $A$ has the form

$$
\begin{equation*}
A f=\left(B_{u, 1} f\right) c_{u, 1}+\ldots+\left(B_{u, k} f\right) c_{u, k} \tag{60}
\end{equation*}
$$

where each

$$
\begin{equation*}
B_{u, p}=B_{u, p, 0}+Q_{u-1, p} \tag{61}
\end{equation*}
$$

is a partial differential operator of the order $u$ by variables $x_{m_{u, 1}+\ldots+m_{u, p-1}+1}$, $\ldots, x_{m_{u, 1}+\ldots+m_{u, p}}, m_{u, 0}=0, c_{u, k}(x) \in \mathcal{A}_{r}$ for each $k$, its principal part

$$
\begin{equation*}
B_{u, p, 0} f=\sum_{|\alpha|=s}\left(\partial^{2 \alpha} f\right) \otimes \mathbf{a}_{p, 2 \alpha}(x) \tag{62}
\end{equation*}
$$

is elliptic, that is

$$
\sum_{|\alpha|=s} y^{2 \alpha}\left[\mathbf{a}_{p, 2 \alpha}, \omega^{\otimes 2 s}\right) \geq 0
$$

for all $y_{k(1)}, \ldots, y_{k\left(m_{u, p}\right)}$ in $\mathbf{R}$ with $k(1)=m_{u, 1}+\ldots+m_{u, p-1}+1, \ldots, k\left(m_{u, p}\right)=$ $m_{u, 1}+\ldots+m_{u, p}, y^{\beta}:=y_{k(1)}^{\beta_{k_{1}}} \ldots y_{k\left(m_{u, p}\right)}^{\beta_{k\left(m_{u, p}\right)}}$ and $\left[\mathbf{a}_{p, 2 \alpha}, \omega^{\otimes 2 s}\right) \geq 0$ for each real
test function $\omega$, either $0 \leq r \leq 3$ and $f$ is with values in $\mathcal{A}_{r}$, or $r \geq 4$ and $f$ is real-valued on real-valued test functions. Then three partial differential operators $\Upsilon^{s}$ and $\Upsilon_{1}^{s}$ and $Q$ of orders $s$ and $p$ with $p \leq u-1$ with generalized on $U$ coefficients with values in $\mathcal{A}_{v}$ exist such that

$$
\begin{equation*}
\left[A f, \omega^{\otimes(u+1)}\right)=\left[\Upsilon^{s}\left(\Upsilon_{1}^{s} f\right)+Q f, \omega^{\otimes(u+1)}\right) \tag{63}
\end{equation*}
$$

for each real-valued test function $\omega$ on $U$.
Proof. If $a_{2 s}$ is a symmetric functional and $\left[\mathbf{c}_{s}, \omega^{\otimes s}\right)=\left[\mathbf{a}_{2 s}, \omega^{\otimes 2 s}\right)^{1 / 2}$ for each real-valued test function $\omega$, then by formulas $(P 1, P 2)$ this functional $\mathbf{c}_{s}$ has an extension up to a continuous $s$-functional over the Cayley-Dickson algebra $\mathcal{A}_{r}$. This is sufficient for Formula (63), where only real-valued test functions $\omega$ are taken.

Consider a continuous $p$-functional $\mathbf{c}_{p}$ over $\mathcal{A}_{v}, p \in \mathbf{N}$. Supply the domain $U$ with the metric induced from either the corresponding Euclidean space or the Cayley-Dickson algebra in which $U$ is embedded depending on the considered case. It is possible to take a sequence of non-negative test functions $l \omega$ on $U$ with a support $\operatorname{supp}\left({ }_{l} \omega\right)$ contained in the ball $B(U, z, 1 / l)$ with center $z$ and radius $1 / l$ and ${ }_{l} \omega$ positive on some open neighborhood of a marked point $z$ in $U$ so that

$$
\int_{U}{ }_{l} \omega(z) \lambda(d z)=1
$$

for each $l \in \mathbf{N}$. If the $p$-functional $\mathbf{c}_{p}$ is regular and realized by a continuous $\mathcal{A}_{v}$ valued function $g$ on $U^{p}$, then the limit exists:

$$
\lim _{l}\left[\mathbf{c}_{p}, l \omega^{\otimes p}\right)=g(z, \ldots, z) .
$$

Thus the partial differential equation (47) for regular functionals and their derivatives implies the classical partial differential equation (22).

The considered above spaces of real-valued test functions are dense in the corresponding spaces of real-valued generalized functions (see [3]). Moreover, there is the decomposition of each generalized function $g$ into the sum of the form $g=\sum_{j} g_{j} i_{j}$ with real-valued generalized functions $g_{j}$, where $i_{0}, \ldots, i_{2^{v}}$ are the standard basis generators of the Cayley-Dickson algebra. In this section and Section 10 generalized functions are considered on real valued test functions $\omega$. Therefore, the statement of this theorem follows from Theorem 2.1, Example 2.6, Sections 2.4 and 2.6.

Corollary 2.8. If

$$
\begin{aligned}
A f=\sum_{j, k} & \left(\partial^{2} f(z) / \partial z_{k} \partial z_{j}\right) \otimes a_{j, k}(z) \\
& +\sum_{j}\left(\partial f(z) / \partial z_{j}\right) \otimes b_{j}(z) \otimes 1+f(z) \otimes \eta(z) \otimes 1
\end{aligned}
$$

is a second order partial differential operator with generalized coefficients in either $\mathcal{B}^{\prime}\left(U, \mathcal{A}_{r}\right)$ or $\mathcal{D}^{\prime}\left(U, \mathcal{A}_{r}\right)$, where each $a_{j, k}$ is symmetric, $f$ and $\mathcal{A}_{r}$ are as in Section 2.6, then three partial differential operators $\Upsilon+\beta, \Upsilon_{1}+\beta_{1}$ and $Q$ of the first order with generalized coefficients with values in $\mathcal{A}_{v}$ for suitable $v \geq r$ of the same class exist such that

$$
\begin{equation*}
\left[A f, \omega^{\otimes 3}\right)=\left[(\Upsilon+\beta)\left(\Upsilon_{1}+\beta_{1}\right) f+Q f, \omega^{\otimes 3}\right) \tag{64}
\end{equation*}
$$

for each real-valued test function $\omega$ on $U$.
Proof. This follows from $\S 2.2$ [21], Theorem 2.7, Corollary 2.3, Example 2.6 and Section 2.1 above.

Remark 2.9. An integration technique and examples of PDE with generalized and discontinuous coefficients are planned to be presented in the next paper using results of this article.
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# Existence and uniqueness of the gradient flow of the Entropy in the space of probability measures 

Stefano Bianchini and Alexander Dabrowski


#### Abstract

After a brief introduction on gradient flows in metric spaces and on geodesically convex functionals, we give an account of the proof (following the outline of [3, 7]) of the existence and uniqueness of the gradient flow of the Entropy in the space of Borel probability measures over a compact geodesic metric space with Ricci curvature bounded from below.
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## 1. Introduction

This paper aims to give an account of some of the main ideas from recent developments on gradient flows in metric measure spaces, examining the special case of the gradient flow of the Entropy functional in the space of probability measures. The results presented in this work are published in several texts, mainly $[2,3,4,7]$; our aim is to give to the interested reader a single self-contained paper with both the proofs of existence and uniqueness of the gradient flow of the Entropy. We prove technical results when needed, however, to avoid excessive difficulties, in Section 4 we restrict our analysis to the case of a compact metric space.

We assume the reader has some familiarity with standard tools in measure theory; we recall the fundamental ones in Section 2.

In Section 3 we introduce the main concepts of the theory of gradient flows in a purely metric setting. We begin with a generalization to metric spaces of a property of gradient flows in the smooth setting, namely the Energy Dissipation Equality, which relies only on the norm of the differential of the functional and the norm of the derivative of the curve which solves the gradient flow. To make
sense of these two concepts in a metric space we introduce the metric speed of a curve and the descending slope of a functional. We proceed defining $K$ convexity in geodesic metric spaces and state a useful formula for computing the descending slope and an important weak form of the chain rule for $K$-convex functionals.

Section 4 is dedicated to the proof of existence and uniqueness of the gradient flow of the Entropy in the space of probability measures over a compact metric space. After defining the fundamental Wasserstein distance between probability measures, we introduce the Entropy functional and outline two interesting cases where a solution to a PDE is obtained as a solution of a gradient flow of a functional: the Dirichlet Energy in $L^{2}\left(\mathbb{R}^{n}\right)$ and the Entropy in the space of probability measures on the torus $\mathbb{T}^{n}$. We then give the definition of geodesic metric space with Ricci curvature bounded from below, a concept which will allow us to apply the theory developed for $K$-convex functionals to the Entropy. We proceed by proving the existence of a curve solving the gradient flow using a discrete approximation scheme and showing its convergence to a curve which satisfies the Energy Dissipation Equality.
The rest of the section deals with the uniqueness of the gradient flow of the Entropy. A deeper understanding of the nature of the curve solving the gradient flow is achieved introducing the concept of push-forward via a plan and restricting our analysis to plans with bounded deformation. After proving some preliminary properties concerning the approximation of the Entropy and the convexity of the squared descending slope of the Entropy, we conclude showing the uniqueness of the gradient flow.

## 2. Measure theoretic preliminaries

From now on, if not otherwise stated, $(X, \mathfrak{d})$ will be a complete and separable metric space with distance $\mathfrak{d}$. We will indicate as $\mathcal{P}(X)$ the set of Borel probability measures on $X$.

We recall two concepts we will often use: the push-forward of a measure through a map and narrow convergence of measures.
Definition 2.1. Let $X, Y$ be metric spaces, $\mu \in \mathcal{P}(X), T: X \rightarrow Y$ a Borel map. We define the push-forward of $\mu$ through $T$ as

$$
T_{*} \mu(E):=\mu\left(T^{-1}(E)\right)
$$

for every Borel subset $E \subseteq Y$.
The push-forward of a measure satisfies the following property: for every Borel function $f: Y \rightarrow \mathbb{R} \cup\{\infty\}$ it holds

$$
\int_{Y} f T_{*} \mu=\int_{X} f \circ T \mu
$$

where the equality means that if one of the integrals exists so does the other one and their value is the same.

We give a useful weak notion of convergence in $\mathcal{P}(X)$.
Definition 2.2. Given $\left(\mu_{n}\right)_{n}$ a sequence of measures in $\mathcal{P}(X)$, $\mu_{n}$ narrowly converges to $\mu \in \mathcal{P}(X)$, and we write $\mu_{n} \rightharpoonup \mu$, if for every $\varphi \in C_{b}(X, \mathbb{R})$ it holds

$$
\int_{X} \varphi \mu_{n} \rightarrow \int_{X} \varphi \mu
$$

Notice that if $X$ is compact, weak* convergence and narrow convergence on $\mathcal{P}(X)$ are the same, thanks to the Riesz-Markov-Kakutani Representation Theorem.

We pass to examine absolutely continuous measures.
Definition 2.3. Let $\lambda, \mu$ be measures on a $\sigma$-algebra $\mathcal{A}$. $\lambda$ is absolutely continuous with respect to $\mu$, and we write $\lambda \ll \mu$, if for every $E \in \mathcal{A}$ such that $\mu(E)=0$, it also holds $\lambda(E)=0$.

The following two classic theorems will be widely used in the last section of this paper.

ThEOREM 2.4 (Radon-Nikodym). Let $\lambda, \mu$ be finite measures on $X$ measurable space, $\lambda \ll \mu$. Then there exists a unique $h \in L^{1}(\mu)$ such that

$$
\begin{equation*}
\lambda=h \mu \tag{1}
\end{equation*}
$$

To express (1) we also write synthetically

$$
\frac{d \lambda}{d \mu}=h
$$

The analogue of Radon-Nikodym Theorem in the space of probability measures is the Disintegration Theorem.

Theorem 2.5 (Disintegration Theorem). Let $\left(X, \mathfrak{d}_{X}\right),\left(Y, \mathfrak{d}_{Y}\right)$ be complete and separable metric spaces, let $\gamma \in \mathcal{P}(X \times Y)$ and $\pi^{1}: X \times Y \rightarrow X$ the projection on the first coordinate. Then there exists a $\pi_{*}^{1} \gamma$-almost everywhere uniquely determined family of probability measures $\left\{\gamma_{x}\right\}_{x \in X} \subseteq \mathcal{P}(Y)$ such that

1. the function $x \mapsto \gamma_{x}(B)$ is a Borel map for every Borel $B \subseteq Y$,
2. for every Borel function $f: X \times Y \rightarrow[0, \infty]$ it holds

$$
\begin{equation*}
\int_{X \times Y} f(x, y) \gamma(d x, d y)=\int_{X}\left(\int_{Y} f(x, y) \gamma_{x}(d y)\right) \pi_{*}^{1} \gamma(d x) \tag{2}
\end{equation*}
$$

We also express property (2) by writing

$$
\gamma=\int_{X} \gamma_{x} \pi_{*}^{1} \gamma(d x)
$$

The theorem obviously holds mutatis mutandis for the projection $\pi^{2}$ on $Y$.
For a proof of Theorem 2.5 and a broader view on the topic see [6, Chapter 45]. A simpler proof for vector valued measures can be found in [1, Theorem 2.28].

## 3. Gradient flows in metric spaces

The following observation is the starting point to extend the notion of gradient flows to metric spaces.

From now on we adopt the subscript notation for curves (i.e. $u_{t}=u(t)$ ).
Remark 3.1. Let $H$ be a Hilbert space, $E: H \rightarrow \mathbb{R} \cup\{\infty\}$ a Fréchet differentiable functional. If $u:[0, \infty) \rightarrow \mathbb{R}$ is a gradient flow of $E$, i.e. $\dot{u}_{t}=-\nabla E\left(u_{t}\right)$, then

$$
\frac{d}{d t} E\left(u_{t}\right)=\left\langle\nabla E\left(u_{t}\right), \dot{u}_{t}\right\rangle=-\frac{1}{2}\left\|\dot{u}_{t}\right\|^{2}-\frac{1}{2}\left\|\nabla E\left(u_{t}\right)\right\|^{2}
$$

Integrating with respect to $t$ we obtain

$$
E\left(u_{s}\right)-E\left(u_{0}\right)=-\frac{1}{2} \int_{0}^{s}\left\|\dot{u}_{t}\right\|^{2} d t-\frac{1}{2} \int_{0}^{s}\left\|\nabla E\left(u_{t}\right)\right\|^{2} d t \quad \forall s>0
$$

This last equality is called Energy Dissipation Equality.
By extending appropriately the concepts of the norm of the derivative of a curve and the norm of the gradient of a functional we can make sense of this last equality even in metric spaces.

We restrict our analysis to a special class of curves.
Definition 3.2. A curve $u:[0,1] \rightarrow X$ is absolutely continuous if there exists $g \in L^{1}(I)$ such that for every $t<s$ it holds

$$
\begin{equation*}
\mathfrak{d}\left(u_{t}, u_{s}\right) \leq \int_{t}^{s} g(r) d r \tag{3}
\end{equation*}
$$

For absolutely continuous curves we are able to define a corresponding concept of speed of a curve.

Proposition 3.3. If $u$ is an absolutely continuous curve, there exists a minimal (in the $L^{1}$-sense) $g$ which satisfies (3); this function is given for almost every $t$ by

$$
\left|\dot{u}_{t}\right|:=\lim _{s \rightarrow t} \frac{\mathfrak{d}\left(u_{s}, u_{t}\right)}{|s-t|}
$$

The function $\left|\dot{u}_{t}\right|$ is called metric derivative or metric speed of $u$.
Proof. Let $\left(y_{n}\right)_{n}$ be dense in $u(I)$ and define

$$
h_{n}(t):=\mathfrak{d}\left(y_{n}, u_{t}\right) \quad \forall n \in \mathbb{N} .
$$

Let $g \in L^{1}$ be such that

$$
\left|h_{n}(t)-h_{n}(s)\right| \leq \mathfrak{d}\left(u_{t}, u_{s}\right) \leq \int_{t}^{s} g(r) d r \quad \forall n \in \mathbb{N}
$$

Therefore $h_{n}(t)$ are absolutely continuous for every $n$, so by the Lebesgue Fundamental Theorem of Calculus there exists $h_{n}^{\prime} \in L^{1}$ such that

$$
h_{n}(t)-h_{n}(s)=\int_{t}^{s} h_{n}^{\prime}(r) d r
$$

We have that $\left|h_{n}^{\prime}(t)\right| \leq g(t)$ a.e. and a fairly easy calculation shows that

$$
\limsup _{s \rightarrow t} \frac{\mathfrak{d}\left(u_{s}, u_{t}\right)}{|s-t|} \leq \sup _{n}\left|h_{n}^{\prime}(t)\right| \leq \liminf _{s \rightarrow t} \frac{\mathfrak{d}\left(u_{s}, u_{t}\right)}{|s-t|}
$$

therefore we can take $\sup _{n}\left|h_{n}^{\prime}(t)\right|$ as the metric derivative.
We pass to define the concept which will substitute the norm of the differential of a function in the metric case.

We indicate by $(\cdot)^{+},(\cdot)^{-}$the standard positive and negative parts, i.e. $x^{+}=\max \{x, 0\}, x^{-}=\max \{-x, 0\}$.
Definition 3.4. Let $E: X \rightarrow \mathbb{R} \cup\{\infty\}$. The descending slope of $E$ at $x$ is

$$
\left|D^{-} E\right|(x):=\limsup _{y \rightarrow x} \frac{(E(x)-E(y))^{+}}{\mathfrak{d}(x, y)}
$$

We are now ready to define gradient flows using the Energy Dissipation Equality (EDE).

For a functional $E: X \rightarrow \mathbb{R} \cup\{\infty\}$, we write $D(E):=\{x: E(x)<\infty\}$.
Definition 3.5 (Gradient flow - EDE). Let $E$ be a functional from $X$ to $\mathbb{R} \cup$ $\{\infty\}$ and let $x_{0} \in D(E)$. A locally absolutely continuous curve $x:[0, \infty) \rightarrow X$ is an EDE-gradient flow, or simply a gradient flow, of $E$ starting from $x_{0}$ if $x$ takes values in $D(E)$ and it holds

$$
E\left(x_{s}\right)=E\left(x_{t}\right)-\frac{1}{2} \int_{t}^{s}\left|\dot{x}_{r}\right|^{2} d r-\frac{1}{2} \int_{t}^{s}\left|D^{-} E\right|^{2}\left(x_{r}\right) d r, \quad \forall s>t
$$

or equivalently

$$
E\left(x_{s}\right)=E\left(x_{0}\right)-\frac{1}{2} \int_{0}^{s}\left|\dot{x}_{r}\right|^{2} d r-\frac{1}{2} \int_{0}^{s}\left|D^{-} E\right|^{2}\left(x_{r}\right) d r, \quad \forall s>0
$$

## 3.1. $K$-convexity

A class of functionals with useful properties is that of $K$-convex functionals.
In $\mathbb{R}^{n}$ the standard definition is that the distributional derivative of a function $E: \mathbb{R}^{n} \mapsto \mathbb{R}$ satisfies

$$
D^{2} E-K I_{n} \geq 0
$$

where $I_{n}$ is the $n \times n$-identity matrix. To extend the definition from the smooth setting to metric spaces we will use geodesics.

Definition 3.6. A metric space $X$ is geodesic if $\forall x_{0}, x_{1} \in X, \exists g:[0,1] \rightarrow X$ such that $g_{0}=x_{0}, g_{1}=x_{1}$ and

$$
\mathfrak{d}\left(g_{t}, g_{s}\right)=|t-s| \mathfrak{d}\left(x_{0}, x_{1}\right), \quad \forall s, t \in[0,1] .
$$

Such a $g$ is called constant speed geodesic between $x_{0}$ and $x_{1}$.
It is natural to extend the definition of $K$-convexity by requiring the $K$ convexity of the functional along geodesics.

Definition 3.7. Let $(X, \mathfrak{d})$ be a geodesic space, $E: X \rightarrow \mathbb{R} \cup\{\infty\}$. $E$ is $K$-geodesically convex, or simply $K$-convex, if $\forall x_{0}, x_{1} \in Y, \exists g:[0,1] \rightarrow X$ constant speed geodesic between $x_{0}$ and $x_{1}$ and for every $t \in[0,1]$ it holds

$$
E\left(g_{t}\right) \leq(1-t) E\left(x_{0}\right)+t E\left(x_{1}\right)-\frac{K}{2} t(1-t) \mathfrak{d}^{2}\left(x_{0}, x_{1}\right) .
$$

Remark 3.8. Notice that if $E$ is $K$-convex then for every $K^{\prime} \leq K, E$ is $K^{\prime}$ convex.

We prove a useful formula for computing the descending slope of $K$-convex functionals.

Lemma 3.9. If $E$ is $K$-convex then

$$
\begin{equation*}
\left|D^{-} E\right|(x)=\sup _{y \neq x}\left(\frac{E(x)-E(y)}{\mathfrak{d}(x, y)}+\frac{K}{2} \mathfrak{d}(x, y)\right)^{+} . \tag{4}
\end{equation*}
$$

Proof. " $\leq$ ". This inequality holds trivially.
$" \geq "$. Fix $y \neq x$. Let $g$ be a constant speed geodesic from $x$ to $y$ such that

$$
\begin{aligned}
\frac{E(x)-E\left(g_{t}\right)}{\mathfrak{d}\left(x, g_{t}\right)} & \geq \frac{t}{\mathfrak{d}\left(x, g_{t}\right)}\left(E(x)-E(y)+\frac{K}{2}(1-t) \mathfrak{d}^{2}(x, y)\right) \\
& =\frac{E(x)-E(y)}{\mathfrak{d}(x, y)}+\frac{K}{2}(1-t) \mathfrak{d}(x, y) .
\end{aligned}
$$

Therefore as $t \rightarrow 0$,

$$
\begin{aligned}
\left|D^{-} E\right|(x) & \geq \limsup _{t \rightarrow 0^{+}}\left(\frac{E(x)-E\left(g_{t}\right)}{\mathfrak{d}\left(x, g_{t}\right)}\right)^{+} \\
& \geq\left(\limsup _{t \rightarrow 0^{+}}\left(\frac{E(x)-E(y)}{\mathfrak{d}(x, y)}+\frac{K}{2}(1-t) \mathfrak{d}(x, y)\right)\right)^{+} \\
& =\left(\frac{E(x)-E(y)}{\mathfrak{d}(x, y)}+\frac{K}{2} \mathfrak{d}(x, y)\right)^{+}
\end{aligned}
$$

We conclude by taking the supremum w.r.t. $y$.
For $K$-convex functionals we have a useful weak form of chain rule.
Theorem 3.10. Let $E: X \rightarrow \mathbb{R} \cup\{\infty\}$ be a $K$-convex and lower semicontinuous functional. Then for every absolutely continuous curve $x:[0,1] \rightarrow X$ such that $E\left(x_{t}\right)<\infty$ for every $t \in[0,1]$, it holds

$$
\begin{equation*}
\left|E\left(x_{s}\right)-E\left(x_{t}\right)\right| \leq \int_{t}^{s}\left|\dot{x}_{r}\right|\left|D^{-} E\right|\left(x_{r}\right) d r \tag{5}
\end{equation*}
$$

with $t<s$.
Proof. We follow the reasoning of [2, Proposition 3.19].
Step 0. By linear scaling we may reduce to the case $t=0$ and $s=1$. We may also assume that

$$
\int_{0}^{1}\left|\dot{x}_{r} \| D^{-} E\right|\left(x_{r}\right) d r<+\infty
$$

otherwise the inequality holds trivially. By the standard arc-length reparametrization we may furthermore assume $\left|\dot{x}_{t}\right|=1$ for almost every $t$, so $x_{t}$ is 1-Lipschitz and the function $t \mapsto\left|D^{-} E\right|\left(x_{t}\right)$ is in $L^{1}([0,1])$.

Step 1. Notice that it is sufficient to prove absolute continuity of the function $t \mapsto E\left(x_{t}\right)$, then the thesis follows from the inequality

$$
\begin{aligned}
& \limsup _{h \rightarrow 0} \frac{E\left(x_{t+h}\right)-E\left(x_{t}\right)}{h} \leq \limsup _{h \rightarrow 0} \frac{\left(E\left(x_{t+h}\right)-E\left(x_{t}\right)\right)^{+}}{|h|} \\
\leq & \limsup _{h \rightarrow 0} \frac{\left(E\left(x_{t+h}\right)-E\left(x_{t}\right)\right)^{+}}{\mathfrak{d}\left(x_{t+h}, x_{t}\right)} \limsup _{h \rightarrow 0} \frac{\mathfrak{d}\left(x_{t+h}, x_{t}\right)}{|h|} \leq\left|D^{-} E\right|\left(x_{t}\right)\left|\dot{x}_{t}\right|
\end{aligned}
$$

and the fact that for a.c. $f$ it holds

$$
f(s)-f(t)=\int_{t}^{s} \frac{d f}{d \tau} d \tau
$$

Step 2. We define $f, g:[0,1] \rightarrow \mathbb{R}$ as

$$
\begin{aligned}
f(t) & :=E\left(x_{t}\right) \\
g(t) & :=\sup _{s \neq t} \frac{(f(t)-f(s))^{+}}{|t-s|}
\end{aligned}
$$

From the fact that $\left|\dot{x}_{t}\right|=1$ and the trivial inequality $a^{+} \leq(a+b)^{+}+b^{-}$valid for any $a, b \in \mathbb{R}$ we obtain

$$
\begin{aligned}
g(t) & \leq \sup _{s \neq t} \frac{(f(t)-f(s))^{+}}{\mathfrak{d}\left(x_{t}, x_{s}\right)} \\
& \leq\left(\sup _{s \neq t} \frac{f(t)-f(s)}{\mathfrak{d}\left(x_{t}, x_{s}\right)}+\frac{K}{2} \mathfrak{d}\left(x_{t}, x_{s}\right)\right)^{+}+\left(\frac{K}{2} \mathfrak{d}\left(x_{t}, x_{s}\right)\right)^{-}
\end{aligned}
$$

Since $\left\{x_{t}\right\}_{t \in[0,1]}$ is compact, there exists a $D \in \mathbb{R}^{+}$such that $\mathfrak{d}\left(x_{t}, x_{s}\right) \leq D$; applying then (4) we obtain

$$
g(t) \leq\left|D^{-} E\right|\left(x_{t}\right)+\frac{K^{-}}{2} D
$$

Therefore the thesis is proven if we show that

$$
|f(s)-f(t)| \leq \int_{t}^{s} g(r) d r
$$

Step 3. Fix $M, \varepsilon>0$ and define $f^{M}:=\min \{f, M\}, \rho_{\varepsilon}: \mathbb{R} \rightarrow \mathbb{R}$ a smooth mollifier with support in $[-\varepsilon, \varepsilon]$ and $f_{\varepsilon}^{M}, g_{\varepsilon}^{M}:[\varepsilon, 1-\varepsilon] \rightarrow \mathbb{R}$ such that

$$
\begin{aligned}
f_{\varepsilon}^{M}(t) & :=\left(f^{M} * \rho_{\varepsilon}\right)(t) \\
g_{\varepsilon}^{M}(t) & :=\sup _{s \neq t} \frac{\left(f_{\varepsilon}^{M}(t)-f_{\varepsilon}^{M}(s)\right)^{+}}{|s-t|}
\end{aligned}
$$

Since $f_{\varepsilon}^{M}$ is smooth and $g_{\varepsilon}^{M} \geq\left|\left(f_{\varepsilon}^{M}\right)^{\prime}\right|$,

$$
\left|f_{\varepsilon}^{M}(s)-f_{\varepsilon}^{M}(t)\right| \leq \int_{t}^{s} g_{\varepsilon}^{M}(r) d r
$$

Therefore we have

$$
\begin{aligned}
g_{\varepsilon}^{M}(t) & =\sup _{s \neq t} \frac{1}{|s-t|}\left(\int_{0}^{1}\left(f^{M}(t-r)-f^{M}(s-r)\right) \rho_{\varepsilon}(r) d r\right)^{+} \\
& \leq \sup _{s \neq t} \frac{1}{|s-t|} \int_{0}^{1}(f(t-r)-f(s-r))^{+} \rho_{\varepsilon}(r) d r \\
& \leq \sup _{s \neq t} \int_{0}^{1} \frac{(f(t-r)-f(s-r))^{+}}{|(s-r)-(t-r)|} \rho_{\varepsilon}(r) d r \\
& \leq \int_{0}^{1} g(t-r) \rho_{\varepsilon}(r) d r=\left(g * \rho_{\varepsilon}\right)(t)
\end{aligned}
$$

thus the family $\left\{g_{\varepsilon}^{M}\right\}_{\varepsilon}$ is uniformly integrable in $L^{1}((0,1))$. In fact, for $A \subset$ $(\varepsilon, 1-\varepsilon)$,

$$
\begin{array}{r}
\int_{A} g_{\varepsilon}^{M}(t) d t \leq \int_{A}\left(g * \rho_{\varepsilon}\right)(t) d t=\int_{A} \int_{0}^{1} g(t-y) \rho_{\varepsilon}(y) d y d t \\
=\int_{0}^{1} \frac{1}{\varepsilon} \rho\left(\frac{y}{\varepsilon}\right) \int_{A-y} g(t) d t d y=\int_{0}^{1} \rho(z)\left[\int_{A-\varepsilon z} g(t) d t\right] d z \leq \omega(|A|)
\end{array}
$$

where $\omega(|A|)=\sup _{\mathcal{L}(B)=\mathcal{L}(A)}\left\{\int_{B} g\right\}$.
Since

$$
\left|f_{\varepsilon}^{M}(y)-f_{\varepsilon}^{M}(x)\right| \leq \omega(|y-x|) \quad \text { and } \quad \lim _{z \rightarrow 0} \omega(z)=0
$$

the family $\left\{f_{\varepsilon}^{M}\right\}_{\varepsilon}$ is equicontinuous in $C([\delta, 1-\delta])$ for every $\delta$ fixed. Hence by Arzelà-Ascoli Theorem, up to subsequences, the family $\left\{f_{\varepsilon}^{M}\right\}_{\varepsilon}$ uniformly converges to a function $\tilde{f}^{M}$ on $(0,1)$ as $\varepsilon \rightarrow 0$ for which it holds

$$
\left|\tilde{f}^{M}(s)-\tilde{f}^{M}(t)\right| \leq \int_{t}^{s} g(r) d r
$$

By the fact that $f_{\varepsilon}^{M} \rightarrow f^{M}$ in $L^{1}, f^{M}=\tilde{f}^{M}$ on a $A \subseteq[0,1]$ such that $[0,1] \backslash A$ has negligible Lebesgue measure.

Step 4. Now we prove that $f^{M}=\tilde{f}^{M}$ everywhere. $f^{M}$ is lower semicontinuous and $\tilde{f}^{M}$ is continuous, hence $f^{M} \leq \tilde{f}^{M}$ in $[0,1]$. Suppose by contradiction that there are $t_{0} \in(0,1), c, C \in \mathbb{R}$ such that $f^{M}\left(t_{0}\right)<c<C<\tilde{f}^{M}\left(t_{0}\right)$, so there exists $\delta>0$ such that $\tilde{f}^{M}(t)>C$ for $t \in\left[t_{0}-\delta, t_{0}+\delta\right]$. Thus $f^{M}(t)>C$ for $t \in\left[t_{0}-\delta, t_{0}+\delta\right] \cap A$, so

$$
\int_{0}^{1} g(t) d t \geq \int_{\left[t_{0}-\delta, t_{0}+\delta\right] \cap A} g(t) d t \geq \int_{\left[t_{0}-\delta, t_{0}+\delta\right] \cap A} \frac{C-c}{\left|t-t_{0}\right|} d t=+\infty
$$

which is absurd since $g \in L^{1}(\mathbb{R})$.

Conclusion. Thus we proved that if $g \in L^{1}((0,1))$,

$$
\left|f^{M}(s)-f^{M}(t)\right| \leq \int_{t}^{s} g(r) d r, \quad \forall t<s, \forall M>0
$$

Letting $M \rightarrow \infty$ the thesis is proven.
Notice that an application of Young's inequality on (5) gives

$$
\begin{equation*}
E\left(x_{s}\right)-E\left(x_{t}\right) \geq-\frac{1}{2} \int_{t}^{s}\left|\dot{x}_{r}\right|^{2} d r-\frac{1}{2} \int_{t}^{s}\left|D^{-} E\right|^{2}\left(x_{r}\right) d r, \quad \forall t<s \tag{6}
\end{equation*}
$$

Therefore, a $K$-convex functional satisfies the Energy Dissipation Equality if we require only a minimum dissipation of $E$ along the curve, in particular

$$
\begin{equation*}
E\left(x_{t}\right) \geq E\left(x_{s}\right)+\frac{1}{2} \int_{t}^{s}\left|\dot{x}_{r}\right|^{2} d r+\frac{1}{2} \int_{t}^{s}\left|D^{-} E\right|^{2}\left(x_{r}\right) d r, \quad \forall t<s \tag{7}
\end{equation*}
$$

## 4. The Entropy functional in the space of probability measures and its gradient flow

For simplicity, in all this section we will restric our analysis to a compact metric space $(X, \mathfrak{d})$.

### 4.1. The Wasserstein distance

We can equip the space of probability measures with a natural distance obtained by the minimization problem of Optimal Transport theory.

Definition 4.1. Given $\mu \in \mathcal{P}(X), \nu \in \mathcal{P}(Y)$, we define the set of admissible plans from $\mu$ to $\nu$ as

$$
\operatorname{Adm}(\mu, \nu):=\left\{\gamma \in \mathcal{P}(X \times Y): \pi_{*}^{X} \gamma=\mu, \pi_{*}^{Y} \gamma=\nu\right\}
$$

where $\pi^{X}, \pi^{Y}$ is the projection on $X, Y$.
Definition 4.2. Given $\mu, \nu \in \mathcal{P}(X)$, the Wasserstein distance between $\mu$ and $\nu$ is

$$
W_{2}(\mu, \nu):=\sqrt{\inf _{\gamma \in \operatorname{Adm}(\mu, \nu)} \int \mathfrak{d}^{2}(x, y) \gamma(d x, d y)}
$$

The space of probability measures $\mathcal{P}(X)$ endowed with the Wasserstein distance inherits many of the properties of the underlying space $X$. We point out just two of them:

- Given a sequence $\left(\mu_{n}\right)_{n}$ in $\mathcal{P}(X)$, it holds

$$
\begin{equation*}
W_{2}\left(\mu_{n}, \mu\right) \rightarrow 0 \quad \Leftrightarrow \quad \mu_{n} \rightharpoonup \mu \tag{8}
\end{equation*}
$$

Notice that as a consequence sequential narrow compactness and narrow compactness coincide. (In the case of non compact metric spaces, one needs an additional condition on the right hand side of the equivalence (8).)

- If $X$ is geodesic then $\mathcal{P}(X)$ is also geodesic.

For the proofs and a generalization to non-compact spaces see [2, Theorems 2.7 and 2.10].

Before passing to the definition of Entropy, we prove a property of the metric derivative which we will use later on.

Remark 4.3. If $\mu_{t}, \nu_{t}$ are absolutely continuous curves in $\left(\mathcal{P}(X), W_{2}\right)$, then $\forall k \in[0,1], \eta_{t}:=(1-k) \mu_{t}+k \nu_{t}$ is absolutely continuous and it holds

$$
\left|\dot{\eta}_{t}\right|^{2} \leq(1-k)\left|\dot{\mu}_{t}\right|^{2}+k\left|\dot{\nu}_{t}\right|^{2} .
$$

In fact, it is easy to prove the convexity of the squared Wasserstein distance w.r.t. linear interpolation of measures, i.e.

$$
W_{2}^{2}\left((1-t) \mu_{0}+t \mu_{1},(1-t) \nu_{0}+t \nu_{1}\right) \leq(1-t) W_{2}^{2}\left(\mu_{0}, \nu_{0}\right)+t W_{2}^{2}\left(\mu_{1}, \nu_{1}\right)
$$

for arbitrary $\mu_{0}, \mu_{1}, \nu_{0}, \nu_{1} \in \mathcal{P}(X)$. Applying the definition of metric speed, the estimate above follows immediately.

### 4.2. Entropy: definition and properties

Definition 4.4. The Entropy functional $\mathrm{Ent}_{m}: \mathcal{P}(X) \rightarrow[0, \infty]$ relative to $m \in \mathcal{P}(X)$ is defined as

$$
\operatorname{Ent}_{m}(\mu):=\left\{\begin{array}{cl}
\int_{X} f \log f m & \text { if } \exists f \in L^{1}(m): \mu=f m \\
\infty & \text { otherwise }
\end{array}\right.
$$

Example 4.6 below suggest that the gradient flow of the Entropy functional in measure metric spaces is the natural extension of the heat flow from the smooth setting. As a consequence, it is possible to construct the analogue of the Laplace operator, which is the starting point to construct several tools used in Analysis on measure metric spaces.

A very interesting fact is that gradient flows of certain functionals in carefully selected spaces generate solutions to well known PDEs (see the seminal papers [8], [10]). In this context we show two interesting examples of solutions to a PDE generated by a gradient flow.

Example 4.5. The gradient flow of the Dirichlet Energy functional $D: L^{2}\left(\mathbb{R}^{n}\right)$ $\rightarrow \mathbb{R}$ defined as

$$
D(f):=\frac{1}{2}\|\nabla f\|_{L^{2}}^{2}
$$

produces a solution of the heat equation in $\mathbb{R}^{n}$.
We sketch the proof assuming that the functions are smooth. Differentiating $D(f)$ along $v$ we obtain

$$
\lim _{t \rightarrow 0} \frac{1}{2} \frac{\|\nabla(f+t v)\|_{L^{2}}^{2}-\|\nabla f\|_{L^{2}}^{2}}{t}=\int\langle\nabla f, \nabla v\rangle
$$

which can be rewritten, using Green's first identity, as $-\int v \Delta f$. Therefore we conclude that

$$
-\nabla D(f)=\Delta f
$$

EXAMPLE 4.6. The heat equation is also obtained as a solution of the Entropy gradient flow in $\left(\mathcal{P}_{2}(X), W_{2}\right)$. We give an informal proof of this fact in the case $X=\mathbb{T}^{n}$ the n-torus. We refer to [3, Chapters 8-10] and to [10] for a more detailed approach.

Let $f: \mathbb{T}^{n} \rightarrow \mathbb{R}$ be integrable and s.t. $\int_{\mathbb{T}^{n}} f \mathcal{L}=1$ where $\mathcal{L}$ is the Lebesgue measure on the torus $\mathbb{T}^{n}$. Define $\mu:=f \mathcal{L}$. The natural space of perturbations (tangent vector fields) in the metric space $\left(\mathcal{P}\left(\mathbb{T}^{n}\right), W_{2}\right)$ in the point $\mu=f \mathcal{L}$ are vector fields $v: \mathbb{T}^{n} \rightarrow \mathbb{T}^{n}$ square integrable w.r.t. $\mu$, corresponding to the perturbations (see Definition 2.31 of [2])

$$
\partial_{t} f=-\operatorname{div}_{x}(v f)
$$

Inserting these perturbations in $\operatorname{Ent}_{\mathcal{L}}(f)$ we obtain

$$
\begin{array}{r}
\frac{d}{d t} \operatorname{Ent}_{\mathcal{L}}\left((I+t v)_{*}(f \mathcal{L})\right)=-\int \operatorname{div}_{x}(v f)(\log f+1) d x \\
=-\int \operatorname{div}_{x}(v f) \log f d x=\int(v f) \cdot \nabla_{x} \log f d x=\int v \cdot \nabla_{x} f d x
\end{array}
$$

To find the norm of the gradient we have to maximize it with respect to $v$ with the restriction $\int|v|^{2} f d x \leq 1$. With a fairly easy calculation we obtain

$$
\bar{v}=-\frac{1}{\alpha} \nabla_{x} \log f \quad \text { where } \quad \alpha=\sqrt{\int f\left|\nabla_{x} \log f\right|^{2} d x} .
$$

From

$$
\frac{d}{d t} \operatorname{Ent}_{\mathcal{L}}\left((I+t \bar{v})_{*}(f \mathcal{L})\right)=-\alpha
$$

we conclude that the gradient flow is $\nabla \operatorname{Ent}_{\mathcal{L}}(f)=-\nabla_{x} \log f$, and finally that

$$
\partial_{t} f=-\operatorname{div}_{x}\left(\left(\nabla_{x} \log f\right) f\right)=\operatorname{div}_{x}\left(\nabla_{x} f\right)=\Delta f
$$

In the following two propositions we prove strict convexity w.r.t. linear interpolation and lower semicontinuity of the Entropy.

Proposition 4.7. The Entropy functional is strictly convex with respect to linear interpolation of measures, i.e. given $\mu_{0}, \mu_{1} \in D\left(\mathrm{Ent}_{m}\right)$,

$$
\operatorname{Ent}_{m}\left((1-t) \mu_{0}+t \mu_{1}\right) \leq(1-t) \operatorname{Ent}_{m}\left(\mu_{0}\right)+t \operatorname{Ent}_{m}\left(\mu_{1}\right), \quad \forall t \in[0,1]
$$

and equality holds if and only if $\mu_{0}=\mu_{1}$.
Proof. Let $\mu_{0}=f_{0} m, \mu_{1}=f_{1} m, u(z):=z \log z$. Since $u$ is strictly convex, it holds

$$
u\left((1-t) f_{0}+t f_{1}\right) \leq(1-t) u\left(f_{0}\right)+t u\left(f_{1}\right), \quad \forall t \in[0,1]
$$

and equality holds if and only if $f=g$. Integrating we obtain the thesis.
Proposition 4.8. The Entropy functional is lower semicontinuous with respect to narrow convergence of measures.

Proof. Given $\varphi \in C(X)$ let $G_{\varphi}: \mathcal{P}(X) \rightarrow \mathbb{R}$ be such that

$$
G_{\varphi}(\mu):=\int_{X} \varphi \mu-\int_{X} e^{\varphi-1} m
$$

Notice that $G_{\varphi}$ is continuous with respect to narrow convergence by definition. Define now

$$
F(\mu):=\sup _{\phi \in C(X)} G_{\phi}(\mu)
$$

If $\mu \perp m$, by varying $\phi$ we can obtain arbitrary large values for $\int \phi \mu$ without increasing $\int e^{\phi-1} m$ more than 1 ; therefore $F(\mu)=\infty$.

If $\mu \ll m$, there exists a non-negative $f \in L^{1}(m)$ s.t. $\mu=f m$. It is easily verified that $1+\log f$ maximizes $F$, therefore by a standard approximation technique we have

$$
F(\mu)=\int(1+\log f) f-e^{\log f} m=\int f \log f m
$$

and

$$
F(\mu)=\operatorname{Ent}_{m}(\mu)
$$

But $F$ is the supremum of continuous functions, therefore it is l.s.c..
We now define boundedness from below of the Ricci curvature, relying on the definition by Sturm and Lott-Villani (see [9] and [11]).

Definition 4.9. Let $(X, \mathfrak{d}, m)$ be a compact geodesic metric space with $m \in$ $\mathcal{P}(X)$. $X$ has Ricci curvature bounded from below by $K \in \mathbb{R}$, and we write $(X, \mathfrak{d}, m)$ is a $C D(K, \infty)$ space, if $\mathrm{Ent}_{m}$ is $K$-convex in $\left(\mathcal{P}(X), W_{2}\right)$, i.e. for every pair of points $\mu_{0}, \mu_{1} \in D\left(\right.$ Ent $\left._{m}\right)$, there exists $\mu_{t}:[0,1] \rightarrow \mathcal{P}(X)$ constant speed geodesic between $\mu_{0}$ and $\mu_{1}$, such that
$\operatorname{Ent}_{m}\left(\mu_{t}\right) \leq(1-t) \operatorname{Ent}_{m}\left(\mu_{0}\right)+t \operatorname{Ent}_{m}\left(\mu_{1}\right)-\frac{K}{2} t(1-t) W_{2}^{2}\left(\mu_{0}, \mu_{1}\right), \quad \forall t \in[0,1]$.
The previous definition will allow us to apply the properties of $K$-convex functionals to the Entropy.

### 4.3. Existence of the gradient flow of the Entropy

The proof of the existence of a gradient flow of the Entropy functional relies on a variational approach which dates back to De Giorgi (see [5]). We will define a recursive scheme and prove that it converges to a solution of the gradient flow of the Entropy. The recursive scheme is obtained with the following functional.
Definition 4.10. For $\tau>0$, and $\mu \in \mathcal{P}(X)$ define $J_{\tau} \mu$ as the probability $\sigma \in \mathcal{P}(X)$ which minimizes

$$
\sigma \mapsto \operatorname{Ent}_{m}(\sigma)+\frac{W_{2}^{2}(\sigma, \mu)}{2 \tau}
$$

Since $P(X)$ is compact w.r.t. narrow convergence, the existence and uniqueness of the minimizer is obtained through lower semicontinuity and strict convexity of the Entropy.

We prove an important estimate on the curve $t \mapsto J_{t} \mu$, which is almost the EDE we are looking for.
Lemma 4.11. Let $\mu \in \mathcal{P}(X)$. Then it holds

$$
\begin{equation*}
\operatorname{Ent}_{m}(\mu)=\operatorname{Ent}_{m}\left(J_{t} \mu\right)+\frac{W_{2}^{2}\left(J_{t} \mu, \mu\right)}{2 t}+\int_{0}^{t} \frac{W_{2}^{2}\left(J_{r} \mu, \mu\right)}{2 r^{2}} d r \tag{9}
\end{equation*}
$$

Proof. By the definition of $J_{t} \mu$ we have

$$
\begin{aligned}
& \frac{W_{2}^{2}\left(J_{t} \mu, \mu\right)}{2 t}-\frac{W_{2}^{2}\left(J_{t} \mu, \mu\right)}{2 s} \\
\leq & \operatorname{Ent}_{m}\left(J_{t} \mu\right)+\frac{W_{2}^{2}\left(J_{t} \mu, \mu\right)}{2 t}-\left(\operatorname{Ent}_{m}\left(J_{s} \mu\right)+\frac{W_{2}^{2}\left(J_{s} \mu, \mu\right)}{2 s}\right) \\
\leq & \frac{W_{2}^{2}\left(J_{s} \mu, \mu\right)}{2 t}-\frac{W_{2}^{2}\left(J_{s} \mu, \mu\right)}{2 s},
\end{aligned}
$$

and passing to the limit we obtain

$$
\begin{aligned}
& \lim _{s \rightarrow t} \frac{1}{t-s}\left(\operatorname{Ent}_{m}\left(J_{t} \mu\right)+\frac{W_{2}^{2}\left(J_{t} \mu, \mu\right)}{2 t}-\left(\operatorname{Ent}_{m}\left(J_{s} \mu\right)+\frac{W_{2}^{2}\left(J_{s} \mu, \mu\right)}{2 s}\right)\right) \\
= & -\frac{W_{2}^{2}\left(J_{t} \mu, \mu\right)}{2 t^{2}}
\end{aligned}
$$

Since the left hand side is the derivative of

$$
r \mapsto \operatorname{Ent}_{m}\left(J_{r} \mu\right)+\frac{W_{2}^{2}\left(J_{r} \mu, \mu\right)}{2 r}
$$

by integration we obtain

$$
\int_{0}^{t} \frac{d}{d r}\left(\operatorname{Ent}_{m}\left(J_{r} \mu\right)+\frac{W_{2}^{2}\left(J_{r} \mu, \mu\right)}{2 r}\right) d r=-\int_{0}^{t} \frac{W_{2}^{2}\left(J_{r} \mu, \mu\right)}{2 r^{2}} d r
$$

If we show that

$$
\lim _{x \rightarrow 0^{+}} \frac{W_{2}^{2}\left(J_{x} \mu, \mu\right)}{2 x}=0
$$

we will thus have the thesis. In fact, since $\operatorname{Ent}_{m}(\mu)<\infty$, then by definition of $J_{r} \mu$ we have

$$
0 \leq \operatorname{Ent}_{m}\left(J_{r} \mu\right)+\frac{W_{2}^{2}\left(J_{r} \mu, \mu\right)}{2 r} \leq \operatorname{Ent}_{m}(\mu)
$$

and the lower semicontinuity of the Entropy yields $\operatorname{Ent}_{m}\left(J_{r} \mu\right) \geq \operatorname{Ent}_{m}(\mu)$ as $r \rightarrow 0$.

We are ready to prove the first main result of this chapter, i.e. the existence of an EDE-gradient flow of the Entropy for metric measure spaces with Ricci curvature bounded from below.
Theorem 4.12 (Existence). If $(X, \mathfrak{o}, m)$ has Ricci curvature bounded from below by $K$ then for every $\tilde{\mu} \in D\left(\right.$ Ent $\left._{m}\right)$ there exists a gradient flow of Ent ${ }_{m}$ starting from $\tilde{\mu}$.
Proof. The proof will be given in several steps. Notice that in order to prove the EDE, by (7) it is enough to show there exists an absolutely continuous curve $t \mapsto \mu_{t}$ such that $\mu_{0}=\tilde{\mu}$ and

$$
\operatorname{Ent}_{m}(\tilde{\mu}) \geq \operatorname{Ent}_{m}\left(\mu_{t}\right)+\frac{1}{2} \int_{0}^{t}|\dot{\mu}|^{2}(r) d r+\frac{1}{2} \int_{0}^{t}\left|D^{-} \operatorname{Ent}_{m}\right|^{2}\left(\mu_{r}\right) d r, \quad \forall t \geq 0
$$

Step 1. The approximate solution is constructed by defining recursively

$$
\begin{aligned}
\mu_{0}^{\tau} & :=\tilde{\mu}, \\
\mu_{n+1}^{\tau} & :=J_{\tau}\left(\mu_{n}^{\tau}\right) .
\end{aligned}
$$

Then define the curve $t \mapsto \mu^{\tau}(t)$ as

$$
\begin{aligned}
\mu^{\tau}(n \tau) & :=\mu_{n}^{\tau} \\
\mu^{\tau}(t) & :=J_{t-n \tau}\left(\mu_{n}^{\tau}\right), \quad \forall t \in(n \tau,(n+1) \tau)
\end{aligned}
$$

and let

$$
\left|\dot{\mu}^{\tau}\right|(t):=\frac{W_{2}\left(\mu_{n}^{\tau}, \mu_{n+1}^{\tau}\right)}{2 \tau}, \quad \forall t \in[n \tau,(n+1) \tau)
$$

Step 2. We give an estimate on the descending slope of the Entropy. Given $\nu, \sigma \in \mathcal{P}(X)$, since $J_{t}(\sigma)$ is the minimizer, we have

$$
\operatorname{Ent}_{m}\left(J_{t} \sigma\right)+\frac{W_{2}^{2}\left(\sigma, J_{t} \sigma\right)}{2 t} \leq \operatorname{Ent}_{m}(\nu)+\frac{W_{2}^{2}(\sigma, \nu)}{2 t}
$$

Hence by triangle inequality

$$
\begin{aligned}
\operatorname{Ent}_{m}\left(J_{t} \sigma\right)-\operatorname{Ent}_{m}(\nu) & \leq \frac{1}{2 t}\left(W_{2}^{2}(\sigma, \nu)-W_{2}^{2}\left(\sigma, J_{t} \sigma\right)\right) \\
& =\frac{1}{2 t}\left(W_{2}(\sigma, \nu)-W_{2}\left(\sigma, J_{t} \sigma\right)\right)\left(W_{2}(\nu, \sigma)+W_{2}\left(\sigma, J_{t} \sigma\right)\right) \\
& \leq \frac{W_{2}\left(J_{t} \sigma, \nu\right)}{2 t}\left(W_{2}(\nu, \sigma)+W_{2}\left(\sigma, J_{t} \sigma\right)\right)
\end{aligned}
$$

If $J_{t} \sigma=\nu$ the inequality holds trivially. Otherwise, dividing by $W_{2}\left(J_{t} \sigma, \nu\right)$ both sides and passing to the limit

$$
\begin{aligned}
\left|D^{-} \operatorname{Ent}_{m}\right|\left(J_{t} \sigma\right) & =\limsup _{\nu \rightarrow J_{t} \sigma} \frac{\left(\operatorname{Ent}_{m}\left(J_{t} \sigma\right)-\operatorname{Ent}_{m}(\nu)\right)^{+}}{W_{2}\left(J_{t} \sigma, \nu\right)} \\
& \leq \limsup _{\nu \rightarrow J_{t} \sigma} \frac{W_{2}(\nu, \sigma)+W_{2}\left(\sigma, J_{t} \sigma\right)}{2 t}=\frac{W_{2}\left(\sigma, J_{t} \sigma\right)}{t}
\end{aligned}
$$

Step 3. Using now the curve $\mu^{\tau}(t)$, the definition of its time derivative $\left|\dot{\mu}^{\tau}\right|$ and the previous inequality, we can thus rewrite (9) as

$$
\operatorname{Ent}_{m}\left(\mu_{n}^{\tau}\right) \geq \operatorname{Ent}_{m}\left(\mu_{n+1}^{\tau}\right)+\frac{1}{2}(2 \tau)\left|\dot{\mu}^{\tau}\right|^{2}(t)+\frac{1}{2} \int_{n \tau}^{(n+1) \tau}\left|D^{-} \operatorname{Ent}_{m}\right|^{2}\left(\mu^{\tau}(s)\right) d s
$$

where $t \in[n, n+1) \tau$. Adding these inequalities from 0 to $T=N \tau$ we obtain

$$
\operatorname{Ent}_{m}(\tilde{\mu}) \geq \operatorname{Ent}_{m}\left(\mu_{T}^{\tau}\right)+\frac{1}{2} \int_{0}^{T}\left|\dot{\mu}^{\tau}\right|^{2}(t) d t+\frac{1}{2} \int_{0}^{T}\left|D^{-} \operatorname{Ent}_{m}\right|^{2}\left(\mu^{\tau}(t)\right) d t
$$

Notice that the definition of $\left|\dot{\mu}^{\tau}\right|$ implies that we rescale time as $t \mapsto t / 2$, i.e. we take $2 \tau$ to pass from $\mu_{n}^{\tau}$ to $\mu_{n+1}^{\tau}$.

The last part of the proof concerns the compactness of the family of curves $\left\{t \mapsto \mu_{t}^{\tau}\right\}_{\tau}$ in the space $C(X, \mathcal{P}(X))$ and the lower semicontinuity (with respect to $\tau$ in 0 ) of the right hand side of (10). These results clearly will conclude the proof.

Step 4. We address the convergence of the curve $t \mapsto \mu^{\tau}(t)$ as $\tau \rightarrow 0$. First, since the starting point is in the domain of the Entropy we have by (10) that

$$
\int_{0}^{T}\left|\dot{\mu}^{\tau}\right|^{2}(t) d t<2 \operatorname{Ent}_{m}(\tilde{\mu})
$$

By Hölder inequality, for all Borel $A \subset[0, T]$

$$
\begin{aligned}
\int_{A}\left|\dot{\mu}^{\tau}\right|(t) d t=\int_{0}^{T} \chi_{A}\left|\dot{\mu}^{\tau}\right|(t) d t & \leq \sqrt{\int_{0}^{T} \chi_{A}^{2} d t} \sqrt{\int_{0}^{T}\left|\dot{\mu}^{\tau}\right|^{2}(t) d t} \\
& \leq \sqrt{\mathcal{L}(A)} \sqrt{2 \operatorname{Ent}_{m}(\tilde{\mu})}
\end{aligned}
$$

which gives the uniform integrability of $\left|\dot{\mu}^{\tau}(t)\right|$. Since

$$
W_{2}\left(\mu^{\tau}(s), \mu^{\tau}(t)\right) \leq \int_{t}^{s}\left|\dot{\mu}^{\tau}\right|(r) d r
$$

the family of curves $\left(\mu^{\tau}\right)_{\tau}$ is uniformly continuous.
Up to subsequences we can pass to the limit as $\tau_{n} \searrow 0$, obtaining by ArzelàAscoli Theorem that $\mu^{\tau_{n}}$ converges uniformly to a curve $t \mapsto \mu(t)$ such that $\mu(0)=\tilde{\mu}$. Since $\left|\dot{\mu}^{\tau}(t)\right|$ is uniformly integrabile, up to subsequences, also $\left|\dot{\mu}^{\tau_{n}}(t)\right| L^{1}$-weakly converges to a function $g$. It follows easily from the definition of metric derivative that $|\dot{\mu}(t)| \leq g(t)$, therefore $\mu(t)$ is locally absolutely continuous.

Step 5. We prove the lower semicontinuity of the right hand side of (10). By Hölder's inequality we have

$$
\int_{0}^{T}|\dot{\mu}|^{2}(t) d t \leq \int_{0}^{T} g(t)^{2} d t \leq \liminf _{n} \int_{0}^{T}\left|\dot{\mu}^{\tau_{n}}\right|^{2}(t) d t
$$

thus the l.s.c. of the first integral.
Notice that being the supremum of lower semicontinuous functions by formula (4), $\left|D^{-} \mathrm{Ent}_{m}\right|$ is lower semicontinuous too. Then define for every $k \in$ $\mathbb{N}, \nu \in \mathcal{P}(X)$

$$
e_{k}(\nu):=\inf _{\sigma \in \mathcal{P}(X)}\left\{\left|D^{-} \operatorname{Ent}_{m}\right|^{2}(\sigma)+k W_{2}(\nu, \sigma)\right\}
$$

Notice that $\sup _{k} e_{k}(\nu)=\left|D^{-} \operatorname{Ent}_{m}\right|^{2}(\nu)$ for all $\nu$.
The infimum of Lipschitz functions bounded from below is a Lipschitz function;
therefore $e_{k}$ is Lipschitz. By uniform convergence

$$
\lim _{n} \int_{0}^{T} e_{k}\left(\mu^{\tau_{n}}(t)\right) d t=\int_{0}^{T} e_{k}(\mu(t)) d t
$$

By Fatou Lemma

$$
\int e_{k}(\mu(t)) d t \leq \liminf _{n} \int\left|D^{-} \operatorname{Ent}_{m}\right|^{2}\left(\mu^{\tau_{n}}(t)\right) d t
$$

for every $k \in \mathbb{N}$. By Monotone Convergence Theorem we finally have

$$
\int\left|D^{-} \operatorname{Ent}_{m}\right|^{2}(\mu(t)) d t=\sup _{k} \int e_{k}(\mu(t)) d t \leq \liminf _{n} \int\left|D^{-} \operatorname{Ent}_{m}\right|^{2}\left(\mu^{\tau_{n}}(t)\right) d t
$$

### 4.4. Entropy: uniqueness of its gradient flow

For the proof of the uniqueness we will follow the argumentation of [4, Section 5] and [7, Section 3].

We start by introducing two new concepts, the push-forward via a plan, and plans with bounded deformation. We prove different interesting auxiliary properties which correlate these two new concepts with the Entropy functional and its descending slope, and the key result in Proposition 4.22. We conclude the section proving the uniqueness of the gradient flow of the Entropy.

### 4.4.1. Plans with bounded deformation and push-forward via a plan

We extend the notion of push-forward via a map as follows.
Definition 4.13 (Push-forward via a plan). Let $\mu \in \mathcal{P}(X), \gamma \in \mathcal{P}\left(X^{2}\right)$ be such that $\mu \ll \pi_{*}^{1} \gamma$. The measures $\gamma_{\mu} \in \mathcal{P}\left(X^{2}\right)$ and $\gamma_{*} \mu \in \mathcal{P}(X)$ are defined as

$$
\begin{aligned}
\gamma_{\mu}(d x, d y) & :=\frac{d \mu}{d \pi_{*}^{1} \gamma}(x) \gamma(d x, d y) \\
\gamma_{*} \mu(d y) & :=\pi_{*}^{2} \gamma_{\mu}(d y)
\end{aligned}
$$

REmARK 4.14. Since $\mu \ll \pi_{*}^{1} \gamma$, there exists $f \in L^{1}\left(\pi_{*}^{1} \gamma\right)$ such that $\mu=f \pi_{*}^{1} \gamma$. By Disintegration Theorem, considering $\left\{\gamma_{y}\right\}_{y \in X}$ the disintegration of $\gamma$ with respect to its second marginal we obtain

$$
\begin{equation*}
\gamma_{*} \mu(d y)=\left(\int_{X} f(x) \gamma_{y}(d x)\right) \pi_{*}^{2} \gamma(d y) \tag{11}
\end{equation*}
$$

The plans which are particularly useful in our analysis belong to the following category.

Definition 4.15. The plan $\gamma \in \mathcal{P}\left(X^{2}\right)$ has bounded deformation if $\exists c \in \mathbb{R}^{+}$ such that $\frac{1}{c} m \leq \pi_{*}^{1} \gamma, \pi_{*}^{2} \gamma \leq c m$.

We show now some preliminary properties. The following is a useful estimate.

Proposition 4.16. $\forall \mu, \nu \in \mathcal{P}(X), \forall \gamma \in \mathcal{P}\left(X^{2}\right)$ such that $\mu, \nu \ll \pi_{*}^{1} \gamma$,

$$
\operatorname{Ent}_{\gamma_{*} \nu}\left(\gamma_{*} \mu\right) \leq \operatorname{Ent}_{\nu}(\mu)
$$

Proof. We assume $\mu \ll \nu$, otherwise $\operatorname{Ent}_{\nu}(\mu)=\infty$ and there is nothing to prove. Then there exists $f \in L^{1}(\nu)$ such that $\mu=f \nu$ and since $\nu \ll \pi_{*}^{1} \gamma$ by hypothesis, $\exists \theta \in L^{1}\left(\pi_{*}^{1} \theta\right)$ such that $\nu=\theta \pi_{*}^{1} \gamma$. Disintegrating $\gamma_{*} \nu, \gamma_{*} \mu$ as in (11) we obtain

$$
\begin{align*}
\gamma_{*} \mu & =\left(\int_{X} f(x) \theta(x) \gamma_{y}(d x)\right) \pi_{*}^{2} \gamma  \tag{12}\\
\gamma_{*} \nu & =\left(\int_{X} \theta(x) \gamma_{y}(d x)\right) \pi_{*}^{2} \gamma \tag{13}
\end{align*}
$$

It is easily verified that $\gamma_{*} \mu \ll \gamma_{*} \nu$. Therefore by Radon-Nikodym Theorem there exists $\eta \in L^{1}\left(\gamma_{*} \mu\right)$ such that $\gamma_{*} \mu=\eta \gamma_{*} \nu$, and considering (12), (13), we have

$$
\begin{equation*}
\eta(y)=\frac{\int f \theta \gamma_{y}(d x)}{\int \theta \gamma_{y}(d x)}=\int f \frac{\theta}{\int \theta \gamma_{y}(d x)} \gamma_{y}(d x) \tag{14}
\end{equation*}
$$

Defining

$$
\tilde{\gamma}:=\left(\theta \circ \pi^{1}\right) \gamma,
$$

its disintegration with respect to its second marginal $\gamma_{*} \nu$ is

$$
\tilde{\gamma}_{y}=\frac{\theta}{\int \theta \gamma_{y}(d x)} \gamma_{y}
$$

so we can rewrite (14) as

$$
\eta(y)=\int f \tilde{\gamma}_{y}(d x)
$$

Now let $u(z):=z \log z$. From the convexity of $u(z)$ and Jensen's inequality,

$$
u(\eta(y)) \leq \int u(f(x)) \tilde{\gamma}_{y}(d x)
$$

Integrating both sides with respect to $\gamma_{*} \nu$ we get

$$
\operatorname{Ent}_{\gamma_{*} \nu}\left(\gamma_{*} \mu\right)=\int u(\eta(y)) \gamma_{*} \nu(d y) \leq \int\left(\int u(f(x)) \tilde{\gamma}_{y}(d x)\right) \gamma_{*} \nu(d y)
$$

and from Disintegration Theorem,

$$
\int\left(\int u(f(x)) \tilde{\gamma}_{y}(d x)\right) \gamma_{*} \nu(d y)=\int u(f(x)) \nu(d x)=\operatorname{Ent}_{\nu}(\mu)
$$

The following formula will be useful in the proof of the next proposition.
Lemma 4.17. If $\mu, \nu, \sigma \in \mathcal{P}(X)$ and $\sigma$ is such that there exists $c>0: \frac{1}{c} \nu \leq$ $\sigma \leq c \nu$, then it holds

$$
\begin{equation*}
\operatorname{Ent}_{\nu}(\mu)=\operatorname{Ent}_{\sigma}(\mu)+\int_{X} \log \left(\frac{d \sigma}{d \nu}\right) \mu(d x) \tag{15}
\end{equation*}
$$

Proof. From the hypothesis on $\sigma$ we can deduce there exists $\frac{1}{c} \leq g \leq c$ such that $\sigma=g \nu$. If $\mu$ is not absolutely continuous with respect to $\nu$ we obtain $\infty=\infty+C$ and (15) holds.

Otherwise if $\mu \ll \nu$ take $\mu=f \nu$; therefore

$$
\mu=\frac{f}{g} \sigma
$$

and

$$
\operatorname{Ent}_{\sigma}(\mu)+\int_{X} \log \left(\frac{d \sigma}{d \nu}\right) \mu=\int_{X} f \log f \nu=\operatorname{Ent}_{\nu}(\mu)
$$

The push-forward of a measure via a plan with bounded deformation allows us to remain in the domain of the Entropy, as it is proved in the next results. Proposition 4.18. If $\mu \in D\left(\mathrm{Ent}_{m}\right)$ and $\gamma \in \mathcal{P}\left(X^{2}\right)$ has bounded deformation, then $\gamma_{*} \mu \in D\left(\right.$ Ent $\left._{m}\right)$.

Proof. Since $\gamma$ has bounded deformation there exist $c, C>0$ such that $\mathrm{cm} \leq$ $\pi_{*}^{1} \gamma, \pi_{*}^{2} \gamma \leq C m$. Using identity (15) we obtain

$$
\begin{aligned}
\operatorname{Ent}_{m}\left(\gamma_{*} \mu\right) & =\operatorname{Ent}_{\pi_{*}^{2} \gamma}\left(\gamma_{*} \mu\right)+\int_{X} \log \left(\frac{d \pi_{*}^{2} \gamma}{d m}\right) \gamma_{*} \mu \\
& \leq \operatorname{Ent}_{\pi_{*}^{2} \gamma}\left(\gamma_{*} \mu\right)+\log (C)
\end{aligned}
$$

From the fact that $\gamma_{*}\left(\pi_{*}^{1} \gamma\right)=\pi_{*}^{2}\left(\gamma_{\pi_{*}^{1} \gamma}\right)=\pi_{*}^{2}(\gamma)$ and Proposition 4.16,

$$
\operatorname{Ent}_{\pi_{*}^{2} \gamma}\left(\gamma_{*} \mu\right)=\operatorname{Ent}_{\gamma_{*}\left(\pi_{*}^{1} \gamma\right)}\left(\gamma_{*} \mu\right) \leq \operatorname{Ent}_{\pi_{*}^{1} \gamma}(\mu)
$$

Then using again identity (15)

$$
\begin{aligned}
& \operatorname{Ent}_{\pi_{*}^{1} \gamma}(\mu)=\operatorname{Ent}_{m}(\mu)+\int_{X} \log \left(\frac{d m}{d \pi_{*}^{1} \gamma}\right) \mu \\
\leq & \operatorname{Ent}_{m}(\mu)+\mu(X) \log \frac{1}{c}=\operatorname{Ent}_{m}(\mu)-\log c
\end{aligned}
$$

In conclusion

$$
\operatorname{Ent}_{m}\left(\gamma_{*} \mu\right) \leq \operatorname{Ent}_{m}(\mu)-\log c+\log C<\infty
$$

The following proposition gives a quite unexpected property of convexity of the Entropy.
Proposition 4.19. If $\gamma \in \mathcal{P}\left(X^{2}\right)$ has bounded deformation then the map

$$
D\left(\operatorname{Ent}_{m}\right) \ni \mu \mapsto \operatorname{Ent}_{m}(\mu)-\operatorname{Ent}_{m}\left(\gamma_{*} \mu\right)
$$

is convex with respect to linear interpolation of measures
Proof. Let $\mu_{0}=f_{0} m, \mu_{1}=f_{1} m$. Define for every $t \in(0,1)$

$$
\begin{aligned}
\mu_{t} & :=(1-t) \mu_{0}+t \mu_{1} \\
f_{t} & :=(1-t) f_{0}+t f_{1}
\end{aligned}
$$

We compute

$$
\begin{aligned}
& (1-t) \operatorname{Ent}_{\mu_{t}}\left(\mu_{0}\right)+t \operatorname{Ent}_{\mu_{t}}\left(\mu_{1}\right) \\
= & (1-t) \int_{X} \frac{f_{0}}{f_{t}} \log \left(\frac{f_{0}}{f_{t}}\right) \mu_{t}+t \int_{X} \frac{f_{1}}{f_{t}} \log \left(\frac{f_{1}}{f_{t}}\right) \mu_{t} \\
= & (1-t) \int_{X} f_{0} \log f_{0} m+t \int_{X} f_{1} \log f_{1} m-\int_{X} f_{t} \log f_{t} m \\
= & (1-t) \operatorname{Ent}_{m}\left(\mu_{0}\right)+t \operatorname{Ent}_{m}\left(\mu_{1}\right)-\operatorname{Ent}_{m}\left(\mu_{t}\right)
\end{aligned}
$$

Since $\mu_{i} \in D$ (Ent) (for $\left.i=1,2\right)$ and $\gamma$ has bounded deformation, from Proposition 4.18 also $\gamma_{*} \mu_{i} \in D$ (Ent), so an identical argument with $\mu_{t}$ replaced by $\gamma_{*} \mu_{t}$ shows that

$$
\begin{aligned}
& (1-t) \operatorname{Ent}_{\gamma_{*} \mu_{t}}\left(\gamma_{*} \mu_{0}\right)+t \operatorname{Ent}_{\gamma_{*} \mu_{t}}\left(\gamma_{*} \mu_{1}\right) \\
= & (1-t) \operatorname{Ent}_{m}\left(\gamma_{*} \mu_{0}\right)+t \operatorname{Ent}_{m}\left(\gamma_{*} \mu_{1}\right)-\operatorname{Ent}_{m}\left(\gamma_{*} \mu_{t}\right) .
\end{aligned}
$$

By Proposition 4.16 we have $\operatorname{Ent}_{\gamma_{*} \mu_{t}}\left(\gamma_{*} \mu_{i}\right) \leq \operatorname{Ent}_{\mu_{t}}\left(\mu_{i}\right)$ for $i=1,2$, therefore

$$
\begin{aligned}
& (1-t) \operatorname{Ent}_{m}\left(\gamma_{*} \mu_{0}\right)+t \operatorname{Ent}_{m}\left(\gamma_{*} \mu_{1}\right)-\operatorname{Ent}_{m}\left(\gamma_{*} \mu_{t}\right) \\
\leq & (1-t) \operatorname{Ent}_{m}\left(\mu_{0}\right)+t \operatorname{Ent}_{m}\left(\mu_{1}\right)-\operatorname{Ent}_{m}\left(\mu_{t}\right)
\end{aligned}
$$

Rearranging the terms we finally obtain

$$
\begin{aligned}
& \operatorname{Ent}_{m}\left(\mu_{t}\right)-\operatorname{Ent}_{m}\left(\gamma_{*} \mu_{t}\right) \\
\leq & (1-t) \operatorname{Ent}_{m}\left(\mu_{0}\right)+t \operatorname{Ent}_{m}\left(\mu_{1}\right)-(1-t) \operatorname{Ent}_{m}\left(\gamma_{*} \mu_{0}\right)-t \operatorname{Ent}_{m}\left(\gamma_{*} \mu_{1}\right)
\end{aligned}
$$

### 4.4.2. Approximability in Entropy and distance

The following is a technical result which allows us to control the Entropy of a perturbation of a measure.

For $\gamma \in \mathcal{P}\left(X^{2}\right)$, define the transportation cost

$$
C(\gamma):=\int \mathfrak{d}^{2}(x, y) \gamma(d x, d y)
$$

Lemma 4.20. If $\mu, \nu \in D\left(\operatorname{Ent}_{m}\right)$, there exists a sequence $\left(\gamma^{n}\right)_{n}$ of plans with bounded deformation such that $\operatorname{Ent}_{m}\left(\gamma_{*}^{n} \mu\right) \rightarrow \operatorname{Ent}_{m}(\nu)$ and $C\left(\gamma_{\mu}^{n}\right) \rightarrow W_{2}^{2}(\mu, \nu)$ as $n \rightarrow \infty$.
Proof. Let $f, g \in L^{1}(m)$ be non-negative such that $\mu=f m, \nu=g m$. Pick $\gamma \in \operatorname{Adm}(\mu, \nu)$ s.t.

$$
\int \mathfrak{d}^{2} \gamma=\inf _{\gamma^{\prime} \in \operatorname{Adm}(\mu, \nu)} \int \mathfrak{d}^{2} \gamma^{\prime}
$$

and $\forall n \in \mathbb{N}$ define

$$
\begin{aligned}
A_{n}^{\prime} & :=\left\{(x, y) \in X^{2}: f(x)+g(y) \leq n\right\}, \\
A_{n} & :=\left\{(x, y) \in A_{n}^{\prime}: \gamma_{x}\left(A_{n}^{\prime}\right)>\frac{1}{2}\right\}, \\
\gamma^{n}(d x, d y) & :=c_{n}\left(\gamma_{\mid A_{n}}(d x, d y)+\frac{1}{n}(i d, i d)_{*} m(d x, d y)\right),
\end{aligned}
$$

with $c_{n}$ the normalization constant, i.e. $c_{n}=\frac{1}{\gamma\left(A_{n}\right)+\frac{1}{n}}$. Disintegrating $\gamma$ we obtain

$$
\begin{aligned}
& \gamma(d x, d y)=\int_{X}\left[\gamma_{x}(d y)\right] \mu(d x)=\int_{X}\left[\gamma_{y}(d x)\right] \nu(d y) \\
& \gamma_{\mid A_{n}}(d x, d y)=\int_{X}\left[\gamma_{x \mid A_{n}}(d y)\right] \mu(d x)=\int_{X}\left[\gamma_{y \mid A_{n}}(d x)\right] \nu(d y)
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\frac{\gamma^{n}}{c_{n}} & =\left(\int_{X}\left[\gamma_{x \mid A_{n}}(d y)\right] \mu(d x)\right)+\frac{1}{n}(i d, i d)_{*} m(d x, d y) \\
& =\int_{X}\left[f(x) \gamma_{x \mid A_{n}}(d y)+\frac{1}{n} \delta_{x}(d y)\right] m(d x)
\end{aligned}
$$

and analogously for $\nu$,

$$
\frac{\gamma^{n}}{c_{n}}=\int_{X}\left[g(y) \gamma_{y \mid A_{n}}(d x)+\frac{1}{n} \delta_{y}(d x)\right] m(d y)
$$

Then the marginals of $\gamma^{n}$ are

$$
\begin{aligned}
\pi_{*}^{1} \gamma^{n} & =c_{n}\left(\gamma_{x}\left(A_{n}\right) f(x)+\frac{1}{n}\right) m(d x) \\
\pi_{*}^{2} \gamma^{n} & =c_{n}\left(\gamma_{y}\left(A_{n}\right) g(y)+\frac{1}{n}\right) m(d y)
\end{aligned}
$$

Since $0 \leq f, g \leq n$ and $0 \leq \gamma_{x}\left(A_{n}\right), \gamma_{y}\left(A_{n}\right) \leq 1$,

$$
\frac{c_{n}}{n} m \leq \pi_{*}^{1} \gamma^{n}, \pi_{*}^{2} \gamma^{n} \leq\left(n c_{n}+\frac{c_{n}}{n}\right) m
$$

i.e. $\gamma^{n}$ has bounded deformation for every $n$.

By Radon-Nikodym Theorem

$$
\begin{equation*}
f_{n}(x):=\frac{d \mu}{d \pi_{*}^{1} \gamma^{n}}=\frac{f(x)}{c_{n}\left(\gamma_{x}\left(A_{n}\right) f(x)+\frac{1}{n}\right)} \tag{16}
\end{equation*}
$$

so by definition of push-forward of a measure

$$
\begin{aligned}
\gamma_{\mu}^{n}(d x, d y) & =\frac{d \mu}{d \pi_{*}^{1} \gamma^{n}} \gamma^{n}=f_{n}(x) \gamma^{n}(d x, d y) \\
& =\int_{X} c_{n}\left[f_{n}(x) g(y) \gamma_{y \mid A_{n}}(d x)+\frac{f_{n}(x)}{n} \delta_{y}(d x)\right] m(d y)
\end{aligned}
$$

and thus

$$
\gamma_{*}^{n} \mu=\pi_{*}^{2} \gamma_{\mu}^{n}(d y)=\int_{X} c_{n}\left(g(y) \int_{A_{n}} f_{n}(x) \gamma_{y}(d x)+\frac{f_{n}(y)}{n}\right) m(d y)
$$

Defining

$$
h_{n}(y):=g(y)\left(\int_{A_{n}} f_{n}(x) \gamma_{y}(d x)\right)+\frac{f_{n}(y)}{n}
$$

we can write

$$
\operatorname{Ent}_{m}\left(\gamma_{*}^{n} \mu\right)=\int_{X} c_{n} h_{n}(y) \log \left[c_{n} h_{n}(y)\right] m(d y)
$$

We notice that since $c_{n} \rightarrow 1, c_{n} \geq 2 / 3$ definitely, so

$$
c_{n} \gamma_{x}\left(A_{n}\right)+\frac{1}{n f(x)} \geq \frac{1}{2} c_{n}+\frac{1}{n^{2}} \geq \frac{1}{3}
$$

thus by definition (16), $f_{n} \leq 3$ definitely.
Therefore, defined

$$
q_{n}(y):=3\left(g(y)+\frac{1}{n}\right)
$$

we have that $0 \leq h_{n} \leq q_{n}(y)$ definitely.
A calculation shows that $q_{n}(y) \log q_{n}(y) \in L^{1}(m)$ definitely; thus by Dominated Convergence Theorem

$$
\begin{aligned}
\lim _{n} \operatorname{Ent}_{m}\left(\gamma_{*}^{n} \mu\right) & =\int_{X} \lim _{n}\left(c_{n} h_{n}(y) \log \left(c_{n} h_{n}(y)\right)\right) m(d y) \\
& =\int_{X} g(y) \log g(y) m(d y)=\operatorname{Ent}_{m}(\nu)
\end{aligned}
$$

since $\lim _{n} c_{n}=1$ and $\lim _{n} h_{n}(y)=g(y)$.
We pass to show the convergence of the cost. We can rewrite the cost of $\gamma_{\mu}^{n}$ as

$$
\begin{aligned}
C\left(\gamma_{\mu}^{n}\right) & =\int_{X^{2}} \mathfrak{d}^{2}(x, y) \gamma_{\mu}^{n}(d x, d y)=\int_{X^{2}} \mathfrak{d}^{2}(x, y) f_{n} \gamma^{n}(d x, d y) \\
& =\int_{X^{2}} \mathfrak{d}^{2} c_{n} f_{n} \chi_{A_{n}} \gamma+\frac{1}{n} \int_{X^{2}} \mathfrak{d}^{2} f_{n}(i d, i d)_{*} m
\end{aligned}
$$

By hypothesis $X$ is compact and we have that $c_{n}, f_{n}, \chi_{A_{n}} \rightarrow 1$, therefore there exists $k>1$ such that $\mathfrak{d}^{2} c_{n} f_{n} \chi_{A_{n}} \leq k$ definitely. In conclusion, by Dominated Convergence

$$
C\left(\gamma_{\mu}^{n}\right) \rightarrow \int_{X^{2}} \mathfrak{d}^{2} \gamma=W_{2}^{2}(\mu, \nu)
$$

### 4.4.3. Convexity of the squared descending slope

If ( $X, \mathfrak{d}, m$ ) has Ricci curvature bounded from below by $K$, from (4) we know that

$$
\left|D^{-} \operatorname{Ent}_{m}\right|(\mu)=\sup _{\nu \in \mathcal{P}(X), \nu \neq \mu} \frac{\left(\operatorname{Ent}_{m}(\mu)-\operatorname{Ent}_{m}(\nu)+\frac{K}{2} W_{2}^{2}(\mu, \nu)\right)^{+}}{W_{2}(\mu, \nu)}
$$

We give yet another characterization of $\left|D^{-} \operatorname{Ent}_{m}\right|$, which relies only on plans with bounded deformation and which we will use in the proof of Proposition 4.22.

Lemma 4.21. If $(X, \mathfrak{o}, m)$ has Ricci curvature bounded from below by $K$ then

$$
\left|D^{-} \operatorname{Ent}_{m}\right|(\mu)=\sup _{\gamma} \frac{\left(\operatorname{Ent}_{m}(\mu)-\operatorname{Ent}_{m}\left(\gamma_{*} \mu\right)+\frac{K}{2} C\left(\gamma_{\mu}\right)\right)^{+}}{\left(C\left(\gamma_{\mu}\right)\right)^{1 / 2}}
$$

where the supremum is taken among all $\gamma \in \operatorname{Adm}(\mu, \nu)$ with bounded deformation, and if $C\left(\gamma_{\mu}\right)=0$ the right hand side is taken 0 by definition.

Proof. We show both inequalities.
$" \geq "$. We can assume $C\left(\gamma_{\mu}\right)>0, \nu=\gamma_{*} \mu$ and $K<0$ (thanks to Remark 3.8).
The following inequality is easily proven: if $a, b, c \in \mathbb{R}$ and $0<b \leq c$, then

$$
\frac{(a-b)^{+}}{\sqrt{b}} \geq \frac{(a-c)^{+}}{\sqrt{c}}
$$

Substituting

$$
\begin{aligned}
a & :=\operatorname{Ent}_{m}(\mu)-\operatorname{Ent}_{m}\left(\gamma_{*} \mu\right) \\
b & :=-\frac{K}{2} W_{2}^{2}\left(\mu, \gamma_{*} \mu\right) \\
c & :=-\frac{K}{2} C\left(\gamma_{\mu}\right)
\end{aligned}
$$

proves the thesis.
$" \leq "$. It comes directly from Lemma 4.20.

A key ingredient in proving the uniqueness of the flow of the Entropy is the convexity of the squared descending slope of the Entropy, which we now show.

Proposition 4.22. If $(X, d, m)$ has Ricci curvature bounded from below by $K$, then the map

$$
\mu \in D\left(\operatorname{Ent}_{m}\right) \mapsto\left|D^{-} \operatorname{Ent}_{m}\right|^{2}(\mu)
$$

is convex with respect to linear interpolation of measures.
Proof. Recalling that the supremum of convex maps is still convex, and considering Lemma 4.21, we are done if we prove that the map

$$
\begin{equation*}
\mu \mapsto \frac{\left(\left(\operatorname{Ent}_{m}(\mu)-\operatorname{Ent}_{m}\left(\gamma_{*} \mu\right)+\frac{K^{-}}{2} C\left(\gamma_{\mu}\right)\right)^{+}\right)^{2}}{C\left(\gamma_{\mu}\right)} \tag{17}
\end{equation*}
$$

is convex.
The map

$$
\mu \in D\left(\operatorname{Ent}_{m}\right) \mapsto C\left(\gamma_{\mu}\right)=\int_{X \times X} d^{2}(x, y) d \gamma_{\mu}
$$

is linear. Hence, together with the fact that $\mu \mapsto \operatorname{Ent}_{m}(\mu)-\operatorname{Ent}_{m}\left(\gamma_{*} \mu\right)$ is convex (Proposition 4.19), also

$$
\mu \mapsto \operatorname{Ent}_{m}(\mu)-\operatorname{Ent}_{m}\left(\gamma_{*} \mu\right)-\frac{K^{-}}{2} C\left(\gamma_{\mu}\right)
$$

is convex. Taking its positive part we still have a convex function.
Now take

$$
a(\mu):=\left(\operatorname{Ent}_{m}(\mu)-\operatorname{Ent}_{m}\left(\gamma_{*} \mu\right)-\frac{K^{-}}{2} C\left(\gamma_{\mu}\right)\right)^{+}, b(\mu):=C\left(\gamma_{\mu}\right)
$$

and define also $\psi:[0, \infty) \times[0, \infty) \rightarrow \mathbb{R} \cup\{\infty\}$ as

$$
\psi(a, b):= \begin{cases}\frac{a^{2}}{b} & \text { if } b>0 \\ \infty & \text { if } b=0, a>0 \\ 0 & \text { if } a=b=0\end{cases}
$$

It is immediately shown that $\psi$ is convex and it is non-decreasing with respect to $a$. Therefore we obtain

$$
\begin{aligned}
& \psi\left(a\left((1-t) \mu_{0}+t \mu_{1}\right), b\left((1-t) \mu_{0}+t \mu_{1}\right)\right) \\
\leq & \psi\left((1-t) a\left(\mu_{0}\right)+t a\left(\mu_{1}\right),(1-t) b\left(\mu_{0}\right)+t b\left(\mu_{1}\right)\right) \\
\leq & (1-t) \psi\left(a\left(\mu_{0}\right), b\left(\mu_{0}\right)\right)+t \psi\left(a\left(\mu_{1}\right), b\left(\mu_{1}\right)\right)
\end{aligned}
$$

thus the convexity of (17).
We finally have all the tools to prove the uniqueness of the gradient flow generated by the Entropy.

ThEOREM 4.23 (Uniqueness). Let $(X, d, m)$ have Ricci curvature bounded from below by $K$ and let $\tilde{\mu} \in D\left(\operatorname{Ent}_{m}\right)$; then there exists a unique gradient flow of Ent $_{m}$ in $\left(\mathcal{P}(X), W_{2}\right)$ starting from $\tilde{\mu}$.

Proof. Let $\mu_{t}, \nu_{t}$ be gradient flows of $\mathrm{Ent}_{m}$ starting both from $\tilde{\mu}$. Then

$$
\eta_{t}:=\frac{\mu_{t}+\nu_{t}}{2}
$$

is an absolutely continuous curve (by Remark 4.3) starting from $\tilde{\mu}$. From the definition of gradient flow,

$$
\begin{aligned}
& \operatorname{Ent}_{m}(\tilde{\mu})=\operatorname{Ent}_{m}\left(\mu_{t}\right)+\frac{1}{2} \int_{0}^{t}\left|\dot{\mu}_{s}\right|^{2} d s+\frac{1}{2} \int_{0}^{t}\left|D^{-} \operatorname{Ent}_{m}\right|^{2}\left(\mu_{s}\right) d s \\
& \operatorname{Ent}_{m}(\tilde{\mu})=\operatorname{Ent}_{m}\left(\nu_{t}\right)+\frac{1}{2} \int_{0}^{t}\left|\dot{\nu}_{s}\right|^{2} d s+\frac{1}{2} \int_{0}^{t}\left|D^{-} \operatorname{Ent}_{m}\right|^{2}\left(\nu_{s}\right) d s
\end{aligned}
$$

for every $t \geq 0$.
Adding up these two equalities, by the squared slope convexity (Proposition 4.22), the squared metric speed convexity (Remark 4.3) and the strict convexity of the relative Entropy (Proposition 4.7), we obtain

$$
\operatorname{Ent}_{m}(\tilde{\mu})>\operatorname{Ent}_{m}\left(\eta_{t}\right)+\frac{1}{2} \int_{0}^{t}\left|\dot{\eta}_{s}\right|^{2} d s+\frac{1}{2} \int_{0}^{t}\left|D^{-} \operatorname{Ent}_{m}\right|^{2}\left(\eta_{s}\right) d s
$$

for every $t$ where $\mu_{t} \neq \nu_{t}$. But this contradicts (6); therefore it must be $\mu_{t} \equiv \nu_{t}$.
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# Verbal functions of a group 

Daniele Toller


#### Abstract

The aim of this paper is the study of elementary algebraic subsets of a group G, first defined by Markov in 1944 as the solutionset of a one-variable equation over $G$. We introduce the group of words over $G$, and the notion of verbal function of $G$ in order to better describe the family of elementary algebraic subsets. The intersections of finite unions of elementary algebraic subsets are called algebraic subsets of $G$, and form the family of closed sets of the Zariski topology $\mathfrak{Z}_{G}$ on $G$. Considering only some elementary algebraic subsets, one can similarly introduce easier-to-deal-with topologies $\mathfrak{T} \subseteq \mathfrak{Z}_{G}$, that nicely approximate $\mathfrak{Z}_{G}$ and often coincide with it.
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## 1. Introduction

In 1944, Markov [20] introduced three special families of subsets of a group $G$, calling a subset $X \subseteq G$ :
(a) elementary algebraic if there exist an integer $n>0$, elements $g_{1}, \ldots, g_{n} \in$ $G$ and $\varepsilon_{1}, \ldots, \varepsilon_{n} \in\{-1,1\}$, such that

$$
\begin{equation*}
X=\left\{x \in G: g_{1} x^{\varepsilon_{1}} g_{2} x^{\varepsilon_{2}} \cdots g_{n} x^{\varepsilon_{n}}=e_{G}\right\} \tag{1}
\end{equation*}
$$

(b) additively algebraic if $X$ is a finite union of elementary algebraic subsets of $G$;
(c) algebraic if $X$ is an intersection of additively algebraic subsets of $G$.

If $G$ is a group, take $x$ as a symbol for a variable, and denote by $G[x]=$ $G *\langle x\rangle$ the free product of $G$ and the infinite cyclic group $\langle x\rangle$ generated by $x$. We call $G[x]$ the group of words with coefficients in $G$, and its elements $w$ are called words in $G$. An element $w \in G[x]$ has the form

$$
\begin{equation*}
w=g_{1} x^{\varepsilon_{1}} g_{2} x^{\varepsilon_{2}} \cdots g_{n} x^{\varepsilon_{n}} \tag{2}
\end{equation*}
$$

for an integer $n \geq 0$, elements $g_{1}, \ldots, g_{n} \in G$ and $\varepsilon_{1}, \ldots, \varepsilon_{n} \in\{-1,1\}$. The group $G[x]$ is defined also via a universal property in Fact 2.1 , and explicitly described in $\S 2.2$. Then an elementary algebraic subset $X$ of $G$ as in (1) will be denoted by $E_{w}^{G}$ (or simply, $E_{w}$ ), where $w \in G[x]$ as in (2) is its defining word considered as an element of $G[x]$.

In particular, a word $w \in G[x]$ determines its associated evaluation function $f_{w}: G \rightarrow G$, mapping $g \mapsto w(g)$, where $w(g) \in G$ is obtained replacing $x$ with $g$ in (2) and taking products in $G$. We call verbal a function $G \rightarrow G$ of the form $f_{w}$. Let us immediately show that some very natural functions $G \rightarrow G$ are verbal.

Example 1.1. 1. If $g \in G$, then one can consider the word $w=g \in G[x]$, so that $f_{w}$ is the constant function $g$ on $G$.
2. The identity map of $G$ is the function $f_{x}: g \mapsto g$.
3. The inversion function of $G$ is $f_{x^{-1}}: g \mapsto g^{-1}$.
4. More generally, for every integer $n \in \mathbb{Z}$, the word $x^{n} \in G[x]$ determines the verbal function $f_{x^{n}}: g \mapsto g^{n}$.
5. The left translation in $G$ by an element $a \in G$ is the function $f_{a x}: g \mapsto a g$, and the right translation is the function $f_{x a}: g \mapsto g a$.
6. For an element $a \in G$, the word $w=a x a^{-1}$ determines the conjugation by $a$, as $f_{w}: g \mapsto a g a^{-1}$.

In $\S 3.2$ we equip the set $\mathscr{F}(G)$ of verbal functions of $G$ with the pointwise product operation, making $\mathscr{F}(G)$ a group. The surjection $G[x] \rightarrow \mathscr{F}(G)$, mapping $w \mapsto f_{w}$, shows that $\mathscr{F}(G)$ is isomorphic to a quotient of $G[x]$.

We dedicate $\S 3.3$ to monomials, namely words of the form $w=g x^{m} \in G[x]$, for $g \in G$ and $m \in \mathbb{Z}$. In the final $\S 3.4$ we consider abelian groups. We note that if $G$ is abelian, and $f \in \mathscr{F}(G)$, then $f=f_{w}$ for a monomial $w \in G[x]$. Then we describe $\mathscr{F}(G)$ in Proposition 3.7.

In $\S 4$ we study the elementary algebraic subsets, which we redefine using verbal functions (Definition 4.1) as the subsets of the form

$$
E_{w}=f_{w}^{-1}\left(\left\{e_{G}\right\}\right)
$$

for $w \in G[x]$. In this sense one can consider $E_{w}$ as the solution-set of the equation $w(x)=e_{G}$ in $G$.

Example 1.2. 1. For an element $g \in G$, let $w=g^{-1} x \in G[x]$. Then $f_{w}: G \rightarrow G$ is the left translation by $g^{-1}$ by Example 1.1, item 5, and $E_{w}=\{g\}$.
This shows that every singleton is an elementary algebraic subset of $G$.
2. If $g \in G$, then the centralizer

$$
C_{G}(g)=\{h \in G \mid g h=h g\}
$$

coincides with $E_{w}$, where $w=g x g^{-1} x^{-1} \in G[x]$ (see also Example 3.2). Hence the centralizer $C_{G}(g)$ is an elementary algebraic subset of $G$. Therefore, the centralizer $C_{G}(S)=\bigcap_{g \in S} C_{G}(g)$ of any subset $S$ of $G$ is an algebraic subset. In particular, the center $Z(G)=C_{G}(G)$ is an algebraic subset.
3. By Example 1.1, item 4, for every $n \in \mathbb{N}$ the word $x^{n} \in G[x]$ determines the verbal function $f_{x^{n}}: g \mapsto g^{n}$. Hence, $E_{w}=G[n]$ by definition, where

$$
G[n]=\left\{g \in G \mid g^{n}=e_{G}\right\}
$$

If $G$ is abelian, then $G[n]$ is a subgroup of $G$, called the $n$-socle of $G$. In the abelian case, these subsets (together with their cosets, of course) are all the non-empty elementary algebraic subsets of $G$ (see (11)).

Then we see that the family of elementary algebraic subsets of $G$ is stable under taking inverse image under verbal functions (Lemma 4.4). As a consequence, the translate of an elementary algebraic subset is an elementary algebraic subset (Example 4.5).

The family of algebraic subsets is stable under taking intersections and finite unions, and contains every finite subset (by Example 1.2, item 1), so is the family of closed sets of a $T_{1}$ topology $\mathfrak{Z}_{G}$ on $G$, the Zariski topology of $G$. As a matter of fact, Markov did not explicitly introduce such a topology, that was first explicitly defined by Bryant in [7], as the verbal topology of $G$. Here we keep the name Zariski topology, and the notation $\mathfrak{Z}_{G}$, for this topology, already used $[3,11,12,13,15,16]$.

In $\S 5.2$ and $\S 5.3 .1$ we briefly also consider two other topologies on $G$, the Markov topology $\mathfrak{M}_{G}$ and the precompact Markov topology $\mathfrak{P}_{G}$, introduced respectively in [12] and [13] as the intersections

$$
\begin{gathered}
\mathfrak{M}_{G}=\bigcap\{\tau \mid \tau \text { Hausdorff group topology on } \mathrm{G}\} \\
\mathfrak{P}_{G}=\bigcap\{\tau \mid \tau \text { precompact Hausdorff group topology on } \mathrm{G}\}
\end{gathered}
$$

The topology $\mathfrak{M}_{G}$ was only implicitly introduced by Markov in the same paper [20], via the notion of unconditionally closed subset of $G$, namely a subset of $G$ that is closed with respect to every Hausdorff group topology on $G$. Of course, the family of unconditionally closed subsets of $G$ is the family of the closed sets of $\mathfrak{M}_{G}$. It can be directly verified from the definitions that

$$
\begin{equation*}
\mathfrak{Z}_{G} \subseteq \mathfrak{M}_{G} \subseteq \mathfrak{P}_{G} \tag{3}
\end{equation*}
$$

Now we recall the definition of a quasi-topological group.

Definition 1.3. Let $G$ be a group, and $\tau$ a topology on $G$. The pair $(G, \tau)$ is called quasi-topological group if for every $a, b \in G$ the function $(G, \tau) \rightarrow(G, \tau)$, mapping $x \mapsto a x^{-1} b$, is continuous.

Obviously, $(G, \tau)$ is a quasi-topological group if and only if the inversion function $f_{x^{-1}}$ and both the translations $f_{g x}$ and $f_{x g}$ are continuous, for every $g \in G$.

We dedicate $\S 5$ to quasi-topological groups, proving first some general results in $\S 5.1$. Then we use verbal functions in $\S 5.2$ to prove (3) and that all the pairs $\left(G, \mathfrak{Z}_{G}\right),\left(G, \mathfrak{M}_{G}\right),\left(G, \mathfrak{P}_{G}\right)$ are quasi-topological groups (Corollary 5.7).

By Example 1.2, item 2, the center $Z(G)$ of $G$ is $\mathcal{Z}_{G}$-closed. We extend this result proving that for every positive integer $n$ also the $n$-th center $Z_{n}(G)$ is $\mathcal{Z}_{G}$-closed in Corollary 5.10, as a consequence of Theorem 5.9.

In $\S 5.3$, inspired by $[3,4,5]$, we introduce the notion of a partial Zariski topology $\mathfrak{T} \subseteq \mathfrak{Z}_{G}$ on $G$, namely a topology having some elementary algebraic subsets as a subbase for its closed sets. The aim of this definition is to study the cases when indeed the equality $\mathfrak{T}=\mathfrak{Z}_{G}$ holds for some partial Zariski topology $\mathfrak{T}$ on $G$, in order to have easier-to-deal-with subbases of $\mathfrak{Z}_{G}$.

For example, we introduce the monomial topology $\mathfrak{T}_{\text {mon }}$ on a group $G$ in Definition 5.19, whose closed sets are generated by the subsets $E_{w}$, for monomials $w \in G[x]$. We note that $\mathfrak{T}_{\text {mon }}=\mathfrak{Z}_{G}$ when $G$ is abelian (Example 5.20), and we prove that $\mathfrak{T}_{\text {mon }}$ is the cofinite topology when $G$ is nilpotent, torsion free (Corollary 5.21 ).

In $\S 5.3 .1$ we recall a recent result from [3]. If $X$ is an infinite set, we denote by $S(X)$ the symmetric group of $X$, consisting of the permutations of $X$. If $\phi \in S(X)$, its support is the subset $\operatorname{supp}(\phi)=\{x \in X \mid \phi(x) \neq x\} \subseteq X$. We denote by $S_{\omega}(X)$ the subgroup of $S(X)$ consisting of the permutations having finite support. If $G$ is a group with $S_{\omega}(X) \leq G \leq S(X)$, let $\tau_{p}(G)$ denote the point-wise convergence topology of $G$. The authors of [3] have introduced a partial Zariski topology $\mathfrak{Z}_{G}^{\prime}$ on $G$ and proved that $\mathfrak{Z}_{G}^{\prime}=\mathfrak{Z}_{G}=\mathfrak{M}_{G}=\tau_{p}(G)$ (see Theorem 5.26).

We dedicate $\S 5.4$ to two others partial Zariski topologies, the centralizer topologies $\mathfrak{C}_{G}$ and $\mathfrak{C}_{G}^{\prime}$, defined as follows. Let $\mathcal{C}=\left\{g C_{G}(a) \mid a, g \in G\right\}$, and note that its members are elementary algebraic subsets by Example 1.2, item 2, and Example 4.5. Then $\mathfrak{C}_{G}$ is the topology having $\mathcal{C}$ as a subbase for its closed sets (Definition 5.15). If $\mathcal{C}^{\prime}=\mathcal{C} \cup\{\{g\} \mid g \in G\}$, we similarly introduce $\mathfrak{C}_{G}^{\prime}$ as the topology having $\mathcal{C}^{\prime}$ as a subbase for its closed sets (Definition 5.28). See Proposition 5.30 for the first few properties of $\mathfrak{C}_{G}$ and $\mathfrak{C}_{G}^{\prime}$.

Finally, we see in §5.4.1 that every free non-abelian group $F$ satisfies $\mathfrak{C}_{F}=$ $\mathfrak{C}_{F}^{\prime}=\mathfrak{Z}_{F}$. On the other hand, we consider a class of matrix groups $H$ in §5.4.2, satisfying $\mathfrak{C}_{H} \neq \mathfrak{C}_{H}^{\prime}=\mathfrak{Z}_{H}$.

This paper is a part of articles dedicated to the study of the Zariski topology of a group $G$, using the group of words $G[x]$ and the group of verbal functions
$\mathscr{F}(G)$ of $G$ as main tools, see $[14,15,16,17]$. In particular, we develop the basic theory here.

We denote by $\mathbb{Z}$ the group of integers, by $\mathbb{N}_{+}$the set of positive integers, and by $\mathbb{N}$ the set of naturals. If $n \in \mathbb{Z}$, the cyclic subgroup it generates is $n \mathbb{Z}$, while the quotient group $\mathbb{Z} / n \mathbb{Z}$ will be denoted by $\mathbb{Z}_{n}$.

If $X$ is a set, and $\mathcal{B} \subseteq \mathcal{P}(X)$ is a family of subsets of $X$, we denote by $\mathcal{B}^{\cup} \subseteq \mathcal{P}(X)$ the family of finite unions of members of $\mathcal{B}$.

## 2. The group of words $G[x]$

### 2.1. The categorical aspect of $G[x]$

The group $G[x]$ is determined by the universal property stated below.
FAct 2.1. Let $G$ be a group. Then there exist a unique (up to isomorphism) group $G[x]$, together with an injective group homomorphism $i_{G}: G \rightarrow G[x]$, satisfying the following universal property:
for every group $\Gamma$, for every group homomorphism $\phi: G \rightarrow \Gamma$, and for every $\underset{\sim}{\gamma} \in \Gamma$, there exists a unique group homomorphism $\widetilde{\phi}: G[x] \rightarrow \Gamma$ such that $\widetilde{\phi} \circ i_{G}=\phi$ and $\widetilde{\phi}(x)=\gamma$.


From now on, we will identify $G$ with $i_{G}(G) \leq G[x]$.
In the following example we illustrate a few particular cases when Fact 2.1 can be applied.

Example 2.2. 1. Consider the identity map $\mathrm{id}_{G}: G \rightarrow G$. By Fact 2.1, for every $g \in G$ there exists a unique map $\operatorname{ev}_{g}: G[x] \rightarrow G$, with $\mathrm{ev}_{g} \upharpoonright_{G}=\mathrm{id}_{G}$ and $\operatorname{ev}_{g}(x)=g$, that we call evaluation map. Then we define $w(g)=$ $\operatorname{ev}_{g}(w)$ for every $w \in G[x]$.

2. A $G$-endomorphism of $G[x]$ is a group homomorphism $\phi: G[x] \rightarrow G[x]$ such that $\phi \circ i_{G}=i_{G}$, i.e. $\phi \upharpoonright_{G}=\operatorname{id}_{G}$, so that the following diagram
commutes:


Then $\phi$ is uniquely determined by the element $w=\phi(x) \in G[x]$, and now we show that every choice of $w \in G[x]$ can be made, thus classifying the $G$-endomorphisms of $G[x]$. To this end, consider the map $i_{G}: G \rightarrow G[x]$. By Fact 2.1, for every $w \in G[x]$ there exists a unique $G$-endomorphism $\xi_{w}: G[x] \rightarrow G[x]$, with $x \mapsto w$.


Proposition 2.3. Let $\phi: G_{1} \rightarrow G_{2}$ be a group homomorphism. Then there exists a unique group homomorphism $F: G_{1}[x] \rightarrow G_{2}[x]$ such that $F \upharpoonright_{G_{1}}=\phi$, $F(x)=x$. In particular, if $\phi$ is surjective (resp., injective), then $F$ is surjective (resp., injective).

Moreover, the following hold.

1. If $H \leq G$ is a subgroup of $G$, then $H[x] \leq G[x]$.
2. If $H \unlhd G$ is a normal subgroup of $G$, and $\bar{G}=G / H$, then $\bar{G}[x]$ is a quotient of $G[x]$.

Proof. Composing $\phi: G_{1} \rightarrow G_{2}$ and the map $i_{G_{2}}: G_{2} \rightarrow G_{2}[x]$, we obtain $\psi=i_{G_{2}} \circ \phi: G_{1} \rightarrow G_{2}[x]$. Then apply Fact 2.1 and use the universal property of $G_{1}[x]$ to get $F=\widetilde{\psi}: G_{1}[x] \rightarrow G_{2}[x]$ such that $F(x)=x$ and $F \circ i_{G_{1}}=i_{G_{2}} \circ \phi$, i.e. $F \upharpoonright_{G_{1}}=\phi$.


If $\phi$ is surjective, then $F$ is surjective too, as $F\left(G_{1}[x]\right)$ contains both $x$ and $\phi\left(G_{1}\right)=G_{2}$, which generate $G_{2}[x]$.

In Remark 3.3, item 1, we will explicitly describe the map $F$, so that by (5) it will immediately follow that $F$ is injective when $\phi$ is injective.

1. In this case, the injection $\phi: H \hookrightarrow G$ gives the injection $F: H[x] \hookrightarrow G[x]$.
2. The canonical projection $\phi: G \rightarrow \bar{G}$ gives the surjection $F: G[x] \rightarrow \bar{G}[x]$.

The following corollary immediately follows from Proposition 2.3.
Corollary 2.4. The assignment $G \mapsto G[x]$, and the canonical embedding $G \xrightarrow{i_{G}} G[x]$, define a pointed endofunctor $\varpi: \mathbf{G r} \rightarrow \mathbf{G r}$ in the category of groups and group homomorphism. In other words, for every group homomorphism $\phi: G_{1} \rightarrow G_{2}$, the following diagram commutes

where $\varpi(\phi)=F$ is the map given by Proposition 2.3.

### 2.2. The concrete form of $G[x]$

Here we recall the concrete definition of $G[x]$ in terms of products of the form (4) below that will be called words. In particular, if $g \in G$, then $w=g \in G[x]$ will be called constant word, and we define its lenght to be $1(w)=0 \in \mathbb{N}$. In the general case, for $w \in G[x]$ there exist $n \in \mathbb{N}$, elements $g_{1}, \ldots, g_{n}, g_{0} \in G$ and $\varepsilon_{1}, \ldots, \varepsilon_{n} \in\{-1,1\}$, such that

$$
\begin{equation*}
w=g_{1} x^{\varepsilon_{1}} g_{2} x^{\varepsilon_{2}} \cdots g_{n} x^{\varepsilon_{n}} g_{0} \tag{4}
\end{equation*}
$$

Notice that in Markov's definition (1) of elementary algebraic subset of $G$, he was assuming the defining word $w$ not to be constant (see Remark 4.2 for more details).

If $g_{i} \neq e_{G}$ whenever $\varepsilon_{i-1}=-\varepsilon_{i}$ for $i=2, \ldots, n$, we say that $w$ is a reduced word in the free product $G[x]=G *\langle x\rangle$ and we define the lenght of $w$ by $\mathrm{l}(w)=n$, where $n \in \mathbb{N}$ is the least natural such that $w$ is as in (4).

Definition 2.5. If $w \in G[x]$ is as in (4), we define the following notions.

- The constant term of $w$ is $\operatorname{ct}(w)=w\left(e_{G}\right)=g_{1} g_{2} \cdots g_{n} g_{0} \in G$;
- The content of $w$ is $\epsilon(w)=\sum_{i=1}^{n} \varepsilon_{i} \in \mathbb{Z}$, which will also be denoted simply by $\epsilon$ when no confusion is possible.

If $w=g$, then we define $\epsilon(w)=0$ and $\operatorname{ct}(w)=w\left(e_{G}\right)=g$. We call singular a word $w$ such that $\epsilon(w)=0$. All constant words are singular by definition.

Given two elements $g, h$ of a group $G$, recall that their commutator element is $[g, h]=g h g^{-1} h^{-1} \in G$. Note that $[g, h]=e_{G}$ if and only if $g h=h g$, i.e. $g$ and $h$ commute. Then the commutator subgroup $G^{\prime}$ of $G$ is the subgroup

$$
G^{\prime}=\langle[g, h] \mid g, h \in G\rangle
$$

generated by all elements of $G$ of the form $[g, h]$. It can easily verified that if $H \unlhd G$ is a normal subgroup of $G$, then the quotient group $G / H$ is abelian if and only if $G^{\prime} \leq H$.

Both the functions ct: $G[x] \rightarrow G$, mapping $w \mapsto \operatorname{ct}(w)$, and $\epsilon: G[x] \rightarrow$ $\mathbb{Z}$, mapping $w \mapsto \epsilon(w)$, are surjective group homomorphisms. In particular, $\operatorname{ct}\left(G[x]^{\prime}\right) \leq G^{\prime}$ and $\epsilon\left(G[x]^{\prime}\right) \leq \mathbb{Z}^{\prime}=\{0\}$, so that $G[x]^{\prime} \leq \operatorname{ct}^{-1}\left(G^{\prime}\right) \cap \operatorname{ker}(\epsilon)$. In the following theorem, we prove the reverse inclusion.
Theorem 2.6. For every group $G$, $G[x]^{\prime}=\operatorname{ct}^{-1}\left(G^{\prime}\right) \cap \operatorname{ker}(\epsilon)$.
Proof. Let $U=\operatorname{ct}^{-1}\left(G^{\prime}\right) \cap \operatorname{ker}(\epsilon)=\left\{w \in G[x] \mid \operatorname{ct}(w) \in G^{\prime}, \epsilon(w)=0\right\}$. Then $G[x]^{\prime} \subseteq U$ as we have noted above, and we prove the other inclusion by induction on $\mathrm{l}(w)$ for a word $w \in U$.

Let $w \in G[x]$ and assume $w \in U$. We first consider the case when $\mathrm{l}(w)=0$, i.e. $w=\operatorname{ct}(w) \in G$ is a constant word, so that $w \in G^{\prime} \leq G[x]^{\prime}$ and there is nothing to prove. So now let $w \in U$ be as in (4), and note that $\epsilon(w)=0$ implies that $n=\mathrm{l}(w)>0$ is even, so that for the base case we have to consider $n=2$. Then $w$ has the form $w=g_{1} x^{\varepsilon} g_{2} x^{-\varepsilon}\left(g_{1} g_{2}\right)^{-1} c$, with $c=\operatorname{ct}(w) \in G^{\prime}$. Let $g=$ $g_{1} g_{2}$, and $w_{0}=\left[g_{2}^{-1}, x^{\varepsilon}\right] \in G[x]^{\prime}$, so that $w=g w_{0} g^{-1} c=\left[g, w_{0}\right] w_{0} c \in G[x]^{\prime}$.

Now assume $n>2$. As $\epsilon(w)=0$, we have $\varepsilon_{i+1}=-\varepsilon_{i}$ for some $1 \leq i \leq n-1$. Then $w=w_{1} w_{2} w_{3}$ for the words

$$
\begin{array}{r}
w_{1}=g_{1} x^{\varepsilon_{1}} g_{2} x^{\varepsilon_{2}} \cdots g_{i-1} x^{\varepsilon_{i-1}}, \\
w_{2}=g_{i} x^{\varepsilon_{i}} g_{i+1} x^{\varepsilon_{i+1}}\left(g_{i} g_{i+1}\right)^{-1}, \\
w_{3}=\left(g_{i} g_{i+1}\right) g_{i+2} x^{\varepsilon_{i+2}} \cdots g_{n} x^{\varepsilon_{n}} g_{0} .
\end{array}
$$

As $w_{2} \in G[x]^{\prime}$ by the base case, and $w=\left[w_{1}, w_{2}\right] w_{2} w_{1} w_{3}$, we only have to show that $w_{1} w_{3} \in G[x]^{\prime}$. As

$$
\operatorname{ct}(w)=\operatorname{ct}\left(w_{1}\right) \operatorname{ct}\left(w_{2}\right) \operatorname{ct}\left(w_{3}\right)=\operatorname{ct}\left(w_{1}\right) e_{G} \operatorname{ct}\left(w_{3}\right)=\operatorname{ct}\left(w_{1} w_{3}\right),
$$

we have $\operatorname{ct}\left(w_{1} w_{3}\right) \in G^{\prime}$, and similarly $\epsilon\left(w_{1} w_{3}\right)=0$. Then $w_{1} w_{3} \in G[x]^{\prime}$ by the inductive hypothesis.

## 3. Verbal functions

### 3.1. Definition and examples

Definition 3.1. A word $w \in G[x]$ determines the associated evaluation function $f_{w}^{G}: G \rightarrow G$. We will often write $f_{w}$ for $f_{w}^{G}$. We call verbal function of $G$
a function $G \rightarrow G$ of the form $f_{w}$, and we denote by $\mathscr{F}(G)$ the set of verbal functions on $G$.

If $w \in G[x]$ and $g \in G$, sometimes we also write $w(g)$ for the element $f_{w}(g) \in G$. So a priori, if $f$ is a verbal function, then $f=f_{w}$ for a word $w \in G[x]$ as in (4).

Besides the basic examples already given in Example 1.1, we will also consider verbal functions of the following form.

Example 3.2. If $\varepsilon \in\{ \pm 1\}$, and $a \in G$, the word $w=\left[a, x^{\varepsilon}\right]=a x^{\varepsilon} a^{-1} x^{-\varepsilon} \in$ $G[x]$ determines the verbal function $f_{w}: g \mapsto\left[a, g^{\varepsilon}\right]$. We will call commutator verbal function a function of this form.

Note that $f_{w}: G \rightarrow G$ is the only map such that $f_{w} \circ \mathrm{ev}_{g}=\mathrm{ev}_{g} \circ \xi_{w}$ for every $g \in G$, i.e. making the following diagram commute:


REMARK 3.3. 1. Let $\phi: G_{1} \rightarrow G_{2}$ be a group homomorphism, and

$$
F=\varpi(\phi): G_{1}[x] \rightarrow G_{2}[x]
$$

be as in Proposition 2.3. If $w \in G[x]$ is as in (4), then

$$
\begin{equation*}
F: w \mapsto F(w)=\phi\left(g_{1}\right) x^{\varepsilon_{1}} \phi\left(g_{2}\right) x^{\varepsilon_{2}} \cdots \phi\left(g_{n}\right) x^{\varepsilon_{n}} \phi\left(g_{0}\right) . \tag{5}
\end{equation*}
$$

By (5), it immediately follows that $F$ is injective when $\phi$ is injective.
Moreover, one can easily see that $\phi \circ f_{w}=f_{F(w)} \circ \phi$, i.e. the following diagram commutes:

2. In particular, we will often consider the case when $\phi$ is the canonical projection $\pi: G \rightarrow G / N$, if $N$ is a normal subgroup of $G$. In this case, let $\bar{G}=G / N$ be the quotient group, and for an element $g \in G$, let $\bar{g}=\pi(g) \in \bar{G}$. If $w=g_{1} x^{\varepsilon_{1}} g_{2} x^{\varepsilon_{2}} \cdots g_{n} x^{\varepsilon_{n}} g_{0} \in G[x]$, let also $\bar{w}=$ $F(w)=\bar{g}_{1} x^{\varepsilon_{1}} \bar{g}_{2} x^{\varepsilon_{2}} \cdots \bar{g}_{n} x^{\varepsilon_{n}} \bar{g}_{0} \in \bar{G}[x]$. Then (6) (with $\phi=\pi$ ) gives $\pi \circ f_{w}=f_{\bar{w}} \circ \pi$.

### 3.2. Universal words

The group operation on $G[x]$ induces a group operation on $\mathscr{F}(G)$ as follows. If $w_{1}, w_{2} \in G[x]$, let $w=w_{1} w_{2} \in G[x]$ be their product, and consider the verbal functions $f_{w_{1}}, f_{w_{2}}, f_{w} \in \mathscr{F}(G)$. Obviously, $f_{w}$ is the pointwise product $f_{w_{1}} \cdot f_{w_{2}}$ of $f_{w_{1}}$ and $f_{w_{2}}$, namely the map $f_{w}: g \mapsto f_{w_{1}}(g) f_{w_{2}}(g)=f_{w}(g)$. With this operation, $(\mathscr{F}(G), \cdot)$ is a group, with identity element the constant function $e_{\mathscr{F}(G)}: g \mapsto e_{G}$ for every $g \in G$. If $w^{-1}$ is the inverse of $w \in G[x]$, then the inverse of $f_{w} \in \mathscr{F}(G)$ is $f_{w^{-1}}$, and will be denoted by $\left(f_{w}\right)^{-1}$.

For $S \subseteq G$, we denote by

$$
\left(f_{w}\right)^{-1}(S)=\left\{\left(f_{w}\right)^{-1}(s) \mid s \in S\right\}=\left\{f_{w^{-1}}(s) \mid s \in S\right\} \subseteq G
$$

the image of $S$ under $\left(f_{w}\right)^{-1}=f_{w^{-1}}$, while $f_{w}^{-1}(S)=\left\{g \in G \mid f_{w}(g) \in S\right\}$ will denote the preimage of $S$ under $f_{w}$.

Consider the surjective group homomorphism $\Phi_{G}: G[x] \rightarrow \mathscr{F}(G), w \mapsto f_{w}$. Then $\mathscr{F}(G) \cong G[x] / \mathcal{U}_{G}$, where $\mathcal{U}_{G}$ is the kernel

$$
\begin{equation*}
\mathcal{U}_{G}=\operatorname{ker}\left(\Phi_{G}\right)=\left\{w \in G[x] \mid \forall g \in G \quad f_{w}(g)=e_{G}\right\} \leq G[x] . \tag{7}
\end{equation*}
$$

Definition 3.4. If $G$ is a group, and $w \in G[x]$, we say that $w$ is a universal word for $G$ if $w \in \mathcal{U}_{G}$.

Note that a word $w \in G[x]$ is universal exactly when $E_{w}=G$.
Recall that the exponent $\exp (G)$ of a group $G$ is the least common multiple, if it exists, of the orders of the elements of $G$. In this case, $\exp (G)>0$. Otherwise, we conventionally define $\exp (G)=0$. For example, every finite group $G$ has positive exponent, and $\exp (G)$ divides $|G|$.
Example 3.5. 1. If $w \in \mathcal{U}_{G}$, then obviously $\operatorname{ct}(w)=f_{w}\left(e_{G}\right)=e_{G}$.
2. If $G$ has $k=\exp (G)>0$, then $w=x^{k} \in G[x]$ is a non-singular universal word for $G$, i.e. $f_{w} \equiv e_{G}$ is the constant function.

The singular universal words will play a prominent role, so we set

$$
\mathcal{U}_{G}^{s i n g}=\left\{w \in \mathcal{U}_{G}: \epsilon(w)=0\right\}=\mathcal{U}_{G} \cap \operatorname{ker} \epsilon \leq G[x] .
$$

In particular, also $\mathcal{U}_{G}^{\text {sing }}$ is a normal subgroup of $G[x]$.

Remark 3.6. Let $[G,\langle x\rangle]=\left\langle\left[g, x^{i}\right] \mid g \in G, i \in \mathbb{Z}\right\rangle \leq G[x]$ be the subgroup of $G[x]$ generated by all commutators $\left[g, x^{i}\right] \in G[x]$, for $g \in G$ and $i \in \mathbb{Z}$. It can be easily verified that $[G,\langle x\rangle] \subseteq \operatorname{ker}(\mathrm{ct}) \cap \operatorname{ker}(\epsilon)$. The other inclusion can
be proved by induction on $\mathrm{l}(w)$ of the words $w \in \operatorname{ker}(\mathrm{ct}) \cap \operatorname{ker}(\epsilon)$, similarly to what we did in the proof of Theorem 2.6. Then

$$
[G,\langle x\rangle]=\operatorname{ker}(\mathrm{ct}) \cap \operatorname{ker}(\epsilon)
$$

In particular, $[G,\langle x\rangle]$ is a normal subgroup of $G[x]$, being the kernel of the natural surjective homomorphism $G[x] \rightarrow G \times\langle x\rangle$ mapping $w \mapsto\left(\operatorname{ct}(w), x^{\epsilon(w)}\right)$.

Then, we have the following map of relevant subgroups of $G[x]$ considered so far.


Using the normal subgroup $\mathcal{U}_{G}$ of $G[x]$, we can define a congruence relation $\approx$ on $G[x]$ as follows: for a pair of words $w_{1}, w_{2} \in G[x]$, we define $w_{1} \approx w_{2}$ if $w_{1} \mathcal{U}_{G}=w_{2} \mathcal{U}_{G}$. Then

$$
w_{1} \approx w_{2} \text { if and only if } \Phi_{G}\left(w_{1}\right)=\Phi_{G}\left(w_{2}\right), \text { i.e., } f_{w_{1}}=f_{w_{2}}
$$

In particular, a word $w$ is universal when $w \approx e_{G[x]}$, i.e. $f_{w}$ is the constant function $e_{G}$ on $G$. Note that the quotient group is $G[x] / \approx=G[x] / \mathcal{U}_{G} \cong \mathscr{F}(G)$.

A second monoid operation in $\mathscr{F}(G)$ can be introduced as follows. If $w$ is as in (4), and $w_{1} \in G[x]$, one can consider the word

$$
\xi_{w_{1}}(w)=g_{1} w_{1}^{\varepsilon_{1}} g_{2} w_{1}^{\varepsilon_{2}} \cdots g_{n} w_{1}^{\varepsilon_{n}} g_{0}
$$

obtained substituting $w_{1}$ to $x$ in $w$ and taking products in $G[x]$. We shall also denote by $w \circ w_{1}$ the word $\xi_{w_{1}}(w)$. On the other hand, one can consider the
usual composition of the associated verbal functions $f_{w}, f_{w_{1}} \in \mathscr{F}(G)$. Then this composition of words is compatible with the composition of functions, in the sense that

$$
f_{w} \circ f_{w_{1}}=f_{w \circ w_{1}} \in \mathscr{F}(G) .
$$

With this operation, $(\mathscr{F}(G), \circ)$ is a monoid, with identity element the identity function $\operatorname{id}_{G}=f_{x}$ of $G$, mapping $\operatorname{id}_{G}: g \mapsto g$ for every $g \in G$. Obviously, $(\mathscr{F}(G), \circ)$ is a submonoid of the monoid $\left(G^{G}, \circ\right)$ of all self-maps $G \rightarrow G$.

### 3.3. Monomials

Even if a group $G$ has a quite simple structure (for example, is abelian), the group of words $G[x]$ may be more difficult to study (for example, $G[x]$ is never abelian, unless $G$ is trivial). As we are more interested in its quotient group of verbal function $\mathscr{F}(G)$, it will be useful to consider some subset $W \subseteq G[x]$ such that $G[x]=W \cdot \mathcal{U}_{G}$, i.e. $\Phi_{G}(W)=\left\{f_{w} \mid w \in W\right\}=\mathscr{F}(G)$, i.e. $\mathscr{F}(G)=W / \approx$. In the following $\S 3.4$ we will present such an appropriate subset $W \subseteq G[x]$ in the case when $G$ is abelian.

A word of the form $w=g x^{m}$, for $g \in G$ and $m \in \mathbb{Z}$, is called a monomial. One can associate a monomial to an arbitrary word $w=g_{1} x^{\varepsilon_{1}} g_{2} x^{\varepsilon_{2}} \cdots g_{n} x^{\varepsilon_{n}} g_{0} \in$ $G[x]$ as follows, letting

$$
\begin{equation*}
w_{a b}=\operatorname{ct}(w) x^{\epsilon(w)}=g_{1} g_{2} \cdots g_{n} g_{0} x^{\varepsilon_{1}+\varepsilon_{2}+\cdots+\varepsilon_{n}} \in G[x] . \tag{8}
\end{equation*}
$$

The monomials in $G[x]$ do not form a subgroup unless $G$ is trivial. Nevertheless, one can "force" them to form a group, by taking an appropriate quotient of $G[x]$. Indeed, recall the surjective homomorphism $G[x] \rightarrow G \times\langle x\rangle$ mapping $w \mapsto\left(\operatorname{ct}(w), x^{\epsilon(w)}\right)$ considered in Remark 3.6. Then the group $G \times\langle x\rangle$ "parametrizes" in the obvious way all monomials of $G[x]$ (although the group operation is not the one from $G[x]$ ).

### 3.4. A leading example: the abelian case

A case when $\mathscr{F}(G)$ has a very transparent description is that of abelian groups. Let $\left(G,+, 0_{G}\right)$ be an abelian group. While $G[x]$ is not abelian in any case, its quotient $\mathscr{F}(G)$ becomes indeed abelian, and so we keep additive notation also to denote words $w \in G[x]$. Remind that we really are interested only in the evaluation function $f_{w} \in \mathscr{F}(G)$ associated to $w$, and to its preimage $E_{w}^{G}=f_{w}^{-1}\left(\left\{0_{G}\right\}\right)=\left\{g \in G \mid f_{w}(g)=0_{G}\right\}$ (see Definition 4.1).

Then, $w \approx w_{a b}=\operatorname{ct}(w)+\epsilon(w) x$ for every word $w \in G[x]$, and in particular, letting

$$
W=\left\{w_{a b} \mid w \in G[x]\right\}=\{g+n x \mid g \in G, n \in \mathbb{Z}\} \subseteq G[x]
$$

we have $W / \approx=G[x] / \approx$, so that

$$
\mathscr{F}(G)=\left\{f_{g+n x} \mid g \in G, n \in \mathbb{Z}\right\}
$$

For these reasons, when $G$ is abelian, we will only consider the monomials $w \in W$. These observations are heavily used in computing $\mathscr{F}(G)$ for an abelian group $G$ (hence also $\mathbb{E}_{G}$, see Example 4.3).

Note that the surjective homomorphism $\Psi_{G}: G[x] \rightarrow G \times \mathbb{Z}$, mapping $w \mapsto$ $(\operatorname{ct}(w), \epsilon(w))$, has $\operatorname{kernel} \operatorname{ker}\left(\Psi_{G}\right)=\operatorname{ker}(\mathrm{ct}) \cap \operatorname{ker}(\epsilon)=G[x]^{\prime}$ by Theorem 2.6, so that $G[x] / G[x]^{\prime} \cong G \times \mathbb{Z}$. So, if one considers the quotient $G[x] / G[x]^{\prime}$, the canonical projection $G[x] \rightarrow G[x] / G[x]^{\prime}$ is exactly $w \mapsto w_{a b}=\operatorname{ct}(w)+$ $\epsilon(w) x$. Moreover, being $\mathscr{F}(G) \cong G[x] / \mathcal{U}_{G}$ abelian, we have that $\mathcal{U}_{G} \geq G[x]^{\prime}$, so $\mathscr{F}(G) \cong \frac{G[x] / G[x]^{\prime}}{G[x]^{\prime} / \mathcal{U}_{G}}$ is a quotient of $G \times \mathbb{Z}$.

Here we give an explicit description of the group $\mathscr{F}(G)$.
Proposition 3.7. If $G$ is an abelian group, then:

$$
\mathscr{F}(G) \cong \begin{cases}G \times \mathbb{Z} & \text { if } \exp (G)=0 \\ G \times \mathbb{Z}_{n} & \text { if } \exp (G)=n>0 .\end{cases}
$$

Proof. Let $n=\exp (G) \in \mathbb{N}$. Note that $\Psi_{G}^{\prime}: G \times \mathbb{Z} \rightarrow \mathscr{F}(G)$, mapping $(g, k) \rightarrow$ $f_{g+k x}$, is a surjective group homomorphism, and that $(g, k) \in \operatorname{ker}\left(\Psi_{G}^{\prime}\right)$ if and only if $w=g+k x \in \mathcal{U}_{G}$.

In this case, $g=\operatorname{ct}(w)=0_{G}$ by Example 3.5, item 1, so that $w=k x$. If $n=0$, then $k=0$. If $n>0$, then either $k=0$, or $k \neq 0$ and $n \mid k$. In any case, $k \in n \mathbb{Z}$.

This proves $\operatorname{ker}\left(\Psi_{G}^{\prime}\right)=\left\{0_{G}\right\} \times n \mathbb{Z}$.

## 4. Elementary algebraic subsets

This section is focused on the family $\mathbb{E}_{G} \subseteq \mathcal{P}(G)$, consisting of preimages $f_{w}^{-1}\left(\left\{e_{G}\right\}\right)$, rather than on the group $G[x]$, consisting of words $w$, or its quotient $\mathscr{F}(G)$, consisting of verbal functions $f_{w}$. We begin recalling Markov's definition of elementary algebraic subset of a group, using the terminology of verbal functions.

Definition 4.1. If $w \in G[x]$, we let

$$
E_{w}^{G}=f_{w}^{-1}\left(\left\{e_{G}\right\}\right)=\left\{g \in G \mid f_{w}(g)=e_{G}\right\} \subseteq G
$$

we call $E_{w}^{G}$ elementary algebraic subset of $G$, and we denote it simply by $E_{w}$ when no confusion is possible. We denote by $\mathbb{E}_{G}=\left\{E_{w} \mid w \in G[x]\right\} \subseteq \mathcal{P}(G)$ the family of elementary algebraic subsets of $G$.

According to Markov's definition on page 71, if $X \subseteq G$, we call it:

- additively algebraic if $X$ is a finite union of elementary algebraic subsets of $G$, i.e. if $X \in \mathbb{E}_{G}^{\cup}$;
- algebraic if $X$ is an intersection of additively algebraic subsets of $G$.

Then the algebraic subsets form the family of $\mathfrak{Z}_{G}$-closed sets, and $\mathbb{E}_{G}$ is a subbase for the $\mathfrak{Z}_{G}$-closed sets; while the additively algebraic subsets are exactly the members of $\mathbb{E}_{G}^{U}$, and are a base for the $\mathfrak{Z}_{G}$-closed sets.
REMARK 4.2. If $w=g \in G$ is a constant word, then either $E_{w}=G$ or $E_{w}=\emptyset$ (depending on whether $g=e_{G}$ or $g \neq e_{G}$ ). For this reason, in studying the family $\mathbb{E}_{G}$ and the topology $\mathfrak{Z}_{G}$, there is no harm in assuming $w$ not to be constant, i.e. to be as in Markov's definition (1) of elementary algebraic subset (see also §4.1).

Let us fix a group $G$. We will now consider the iterated images of $G$ under $\varpi^{n}$, for $n \in \mathbb{N}_{+}$, and to this end we need to introduce a countable set of variables $\left\{x_{n} \mid n \in \mathbb{N}_{+}\right\}$. Then applying $\varpi$ we obtain the following diagram:

$$
\begin{equation*}
G \xrightarrow{\varpi} G\left[x_{1}\right] \xrightarrow{\varpi}\left(G\left[x_{1}\right]\right)\left[x_{2}\right] \xrightarrow{\varpi}\left(\left(G\left[x_{1}\right]\right)\left[x_{2}\right]\right)\left[x_{3}\right] \xrightarrow{\varpi} \ldots \tag{9}
\end{equation*}
$$

If $n \in \mathbb{N}_{+}$, we let $G_{n}=G\left[x_{1}, \ldots, x_{n}\right]=\varpi^{n}(G)$, and it can be proved that if $\sigma \in S_{n}$, then

$$
G_{n} \cong G\left[x_{\sigma(1)}, \ldots, x_{\sigma(n)}\right]
$$

Every $w=w\left(x_{1}, \ldots, x_{n}\right) \in G_{n}$ determines the associated evaluation function of $n$ variables over $G$, that we denote by $f_{w}: G^{n} \rightarrow G$, in analogy with Definition 3.1.

Finally, one can define $E_{w} \subseteq G^{n}$ as the preimage $E_{w}=f_{w}^{-1}\left(\left\{e_{G}\right\}\right)$, and consider the family $\left\{E_{w} \mid w \in G_{n}\right\}$ as a subbase for the closed sets of a topology on $G^{n}$.

These observations are the basis of a theory of algebraic geometry over groups, recently started with [6] and developed in a series of subsequent papers. In this work, we focus on the case when $n=1$, considering only verbal functions $f_{w}: G \rightarrow G$ of one variable, and elementary algebraic subsets $E_{w} \subseteq G$.
Example 4.3 (A leading example: the abelian case II). Let $G$ be an abelian group (see $\S 3.4$ ). Then the elementary algebraic subset of $G$ determined by $f_{g+n x}$ is

$$
E_{g+n x}= \begin{cases}\emptyset & \text { if } g+n x=0_{G} \text { has no solution in } G  \tag{10}\\ G[n]+x_{0} & \text { if } x_{0} \text { is a solution of } g+n x=0_{G}\end{cases}
$$

On the other hand, if $n \in \mathbb{Z}$, and $g \in G$, then $G[n]+g=E_{n x-n g}$. So the non-empty elementary algebraic subsets of $G$ are exactly the cosets of the $n$-socles of $G$ :

$$
\begin{equation*}
\mathbb{E}_{G} \backslash\{\emptyset\}=\{G[n]+g \mid n \in \mathbb{N}, g \in G\} \tag{11}
\end{equation*}
$$

Then $\mathbb{E}_{G}^{U}$ is the family of all the $\mathfrak{Z}_{G}$-closed subsets of an abelian group $G$. In other words, every algebraic subset of $G$ is additively algebraic.

It follows from Remark 4.2 and (10) that if $G$ is abelian, and $w \in G[x]$ is singular, then either $E_{w}=G$ or $E_{w}=\emptyset$.

There are easy examples showing that in general none of the elementary algebraic subsets $E_{x^{n}}^{G}=G[n]$ need to be a coset of a subgroup. See for example [17], where we show a class of groups $G$ such that the subgroup generated by $G[n]$ is the whole group $G$, for every $n \in \mathbb{N}_{+}$.

Now we prove that the inverse image of an elementary algebraic subset under a verbal function is still an elementary algebraic subset.
Lemma 4.4. For every group $G$, the family $\mathbb{E}_{G}$ is stable under taking inverse image under verbal functions.
Proof. For every pair $w, w^{\prime} \in G[x]$, consider the verbal function $f_{w}$ and the elementary algebraic subset $E_{w^{\prime}}$. Then

$$
\begin{equation*}
f_{w}^{-1} E_{w^{\prime}}=f_{w}^{-1} f_{w^{\prime}}^{-1}\left(\left\{e_{G}\right\}\right)=\left(f_{w^{\prime}} \circ f_{w}\right)^{-1}\left(\left\{e_{G}\right\}\right)=f_{w^{\prime} \circ w}^{-1}\left(\left\{e_{G}\right\}\right)=E_{w^{\prime} \circ w} \tag{12}
\end{equation*}
$$

so that $f_{w}^{-1} E_{w^{\prime}} \in \mathbb{E}_{G}$.
As a first application of Lemma 4.4, we see that the translate of an elementary algebraic subset is still an elementary algebraic subset.
Example 4.5. 1. By Example 1.1, item 5, the left translation in $G$ by an element $g \in G$ is the verbal function $f_{g x}$, and so $g S=f_{g^{-1} x}^{-1}(S)$ for every subset $S \subseteq G$. In particular, by (12) we have

$$
\begin{equation*}
g E_{w}=f_{g^{-1} x}^{-1}\left(E_{w}\right)=E_{w \circ g^{-1} x} \tag{13}
\end{equation*}
$$

Similarly, $E_{w} g=E_{w \circ x g^{-1}}$. Note that $\epsilon\left(w \circ g^{-1} x\right)=\epsilon(w)=\epsilon\left(w \circ x g^{-1}\right)$.
2. If $a \in G$, then $C_{G}(a)=E_{w}$, for the word $w=a x a^{-1} x^{-1} \in G[x]$ by Example 1.2, item 2. By (13), its left coset determined by an element $g \in G$ is $g C_{G}(a)=E_{w_{1}}$ for

$$
w_{1}=w \circ\left(g^{-1} x\right)=a\left(g^{-1} x\right) a^{-1}\left(g^{-1} x\right)^{-1}=a g^{-1} x a^{-1} x^{-1} g
$$

Note also that, for $w_{2}=g w_{1} g^{-1}=\left(g a g^{-1}\right) x a^{-1} x^{-1}$, we have $E_{w_{2}}=$ $E_{w_{1}}=g C_{G}(a)$.
On the other hand, $C_{G}(a) g=g g^{-1} C_{G}(a) g=g C_{G}\left(g^{-1} a g\right)$, so that

$$
\mathcal{C}=\left\{g C_{G}(a) \mid a, g \in G\right\}
$$

is the family of all cosets of one-element centralizers in $G$. By the above observations,

$$
\mathcal{C}=\left\{E_{w} \mid \exists a, g \in G w=\left(g a g^{-1}\right) x a^{-1} x^{-1}\right\} \subseteq \mathbb{E}_{G}
$$

### 4.1. Further reductions

As already noted above, to study $\mathscr{F}(G)$ it is sufficient to consider a subset $W \subseteq G[x]$ such that $\mathscr{F}(G)=\Phi_{G}(W)=W / \approx$. Since our effort is really devoted to the study of the Zariski topology $\mathfrak{Z}_{G}$ on a group $G$, hence to the family $\mathbb{E}_{G}$, a further reduction is also possible as follows.

As an example to introduce this reduction, consider the abelian group $G=\mathbb{Z} \times \mathbb{Z}_{2}$, and the verbal functions $f_{w}, f_{w^{\prime}} \in \mathscr{F}(G)$, associated to $w=$ $2 x, w^{\prime}=4 x \in G[x]$. Then $f_{w} \neq f_{w^{\prime}}$, and yet $E_{w}=f_{w}^{-1}\left(\left\{0_{G}\right\}\right)=\left\{0_{\mathbb{Z}}\right\} \times \mathbb{Z}_{2}=$ $f_{w^{\prime}}^{-1}\left(\left\{0_{G}\right\}\right)=E_{w^{\prime}}$.

Another example of a more general property could be the following: consider a word $w \in G[x]$, and its inverse $w^{-1} \in G[x]$. Obviously $f_{w^{-1}}=\left(f_{w}\right)^{-1} \neq f_{w}$ in general, but for an element $g \in G$ we have $f_{w^{-1}}(g)=e_{G}$ if and only if $f_{w}(g)=e_{G}$. In particular,

$$
E_{w^{-1}}=f_{w^{-1}}^{-1}\left(\left\{e_{G}\right\}\right)=f_{w}^{-1}\left(\left\{e_{G}\right\}\right)=E_{w} .
$$

So $E_{w}=E_{w^{-1}}$ in every group $G$, and in Remark 4.6 below we slightly generalize this result.

So we introduce another equivalence relation $\sim$ on $G[x]$ defined as follows: for a pair of words $w_{1}, w_{2} \in G[x]$, we define $w_{1} \sim w_{2}$ if $E_{w_{1}}=E_{w_{2}}$. Obviously, $w \approx w^{\prime}$ implies $w \sim w^{\prime}$.

For example, as noted above $w \sim w^{-1}$ for every $w \in G[x]$.
Remark 4.6. Let $w \in G[x]$, and $s \in \mathbb{Z}$. Consider the element $w^{s} \in G[x]$, and note that $\epsilon\left(w^{s}\right)=s \epsilon(w)$ and $w^{s}(g)=(w(g))^{s}$ for every $g \in G$. Hence, $E_{w^{s}}=\left\{g \in G \mid(w(g))^{s}=e_{G}\right\}=f_{w}^{-1}(G[s])$ is the preimage of $G[s]$ under $f_{w}$.

In particular, if $G[s]=\left\{e_{G}\right\}$, then $E_{w^{s}}=E_{w}$, i.e. $w \sim w^{s}$.
Then, in describing $\mathbb{E}_{G}$, we can restrict ourselves to a subset $W \subseteq G[x]$ of representants with respect to the equivalence $\sim$, that is such that the quotient set $W / \sim=G[x] / \sim$. For example, if $W \subseteq G[x]$ satisfies $\mathscr{F}(G)=\left\{f_{w} \mid w \in W\right\}$, that is $G[x] / \approx=W / \approx$, then $G[x] / \sim=W / \sim$. As we have seen in $\S 3.4$, in the abelian case the set $W=\left\{g x^{n} \in G[x] \mid n \in \mathbb{N}, g \in G\right\}$ satisfies $G[x] / \approx=W / \approx$, so that this $W$ will do.

Finally, note that $f_{w}(g)=e_{G}$ if and only if $f_{\text {awa }}{ }^{-1}(g)=e_{G}$ holds for every $a \in G$, so that $w \sim a w a^{-1}$, and $\epsilon\left(a w a^{-1}\right)=\epsilon(w)$. Then, in describing $\mathbb{E}_{G}$, there is no harm in assuming that a word $w=g_{1} x^{\varepsilon_{1}} g_{2} x^{\varepsilon_{2}} \cdots g_{n} x^{\varepsilon_{n}} g_{0} \in G[x]$ has $g_{0}=e_{G}$ (or $g_{1}=e_{G}$ ); indeed, from now on, we will often consider exclusively words $w$ of the form

$$
\begin{equation*}
w=g_{1} x^{\varepsilon_{1}} g_{2} x^{\varepsilon_{2}} \cdots g_{n} x^{\varepsilon_{n}} \in G[x] . \tag{14}
\end{equation*}
$$

Lemma 4.7. Let $v \in G[x]$. Then $v \sim w$ for a word $w \in G[x]$ as in (14), with $\epsilon(w)=|\epsilon(v)| \geq 0$.

Proof. By Remark 4.6, we have that $v \sim v^{-1}$, and $\epsilon\left(v^{-1}\right)=-\epsilon(v)$, so that we can assume $\epsilon(v) \geq 0$.

Then, by the above discussion, $v \sim w$ for a word $w$ as in (14), and with $\epsilon(w)=\epsilon(v)$.

## 5. Quasi-topological group topologies

Let $X$ be a set, and $\lambda$ be an infinite cardinal number. We denote by $[X]^{<\lambda}$ the family of subsets of $X$ having size strictly smaller than $\lambda$.

As the family $\mathcal{B}=[X]^{<\lambda} \cup\{X\}$ is stable under taking finite unions and arbitrary intersections, it is the family of closed sets of a topology on $X$, denoted by $\operatorname{co}-\lambda_{X}$. For example, taking $\lambda=\omega$, one obtains the cofinite topology

$$
\operatorname{cof} f_{X}=c o-\omega_{X}
$$

For example, for every infinite cardinal number $\lambda$, the space $\left(G, c o-\lambda_{G}\right)$ is a $T_{1}$ quasi-topological group. In particular, if $G$ is infinite, $\left(G, \operatorname{cof}_{G}\right)$ is a $T_{1}$, non-Hausdorff (being Noetherian) quasi-topological group. So if $G$ is infinite, then $\left(G, \operatorname{cof} f_{G}\right)$ is not a topological group. We will use the topologies $\operatorname{co-} \lambda_{G}$ on $G$ as a source of counter-examples in Example 5.5.

### 5.1. General results

In what follows we give some general results for quasi-topological groups. For a reference on this topic, see for example [2].
Theorem 5.1. Let $(G, \tau)$ be a quasi-topological group.
(a) If $S \subseteq G$, then the $\tau$-closure of $S$ is

$$
\bar{S}=\bigcap_{U \in \mathcal{V}_{\tau}\left(e_{G}\right)} U \cdot S=\bigcap_{V \in \mathcal{V}_{\tau}\left(e_{G}\right)} S \cdot V .
$$

(b) If $H$ is a subgroup with non-empty interior, then $H$ is open.
(c) A finite-index closed subgroup of $G$ is open.
(d) The closure of a (normal) subgroup is a (normal) subgroup.

Proof. To prove (a), (b) and (c) one only needs the inversion and shifts to be continuous, so proceed as in the case of topological groups.
(d) Let $H$ be a subgroup of $G$, and $\bar{H}$ be its $\tau$-closure. We have to show that $\bar{H}$ is a subgroup, that is: $\bar{H}^{-1} \subseteq \bar{H}$ and $\bar{H} \cdot \bar{H} \subseteq \bar{H}$.

The hypothesis that the inversion function is $\tau$-continuous guarantees that $\bar{H}^{-1} \subseteq \overline{H^{-1}}=\bar{H}$.

In the same way, for every $h \in H$, the left traslation by $h$ in $G$ is $\tau$ continuous, so $h \cdot \bar{H} \subseteq \overline{h \cdot H}=\bar{H}$; as this holds for every $h \in H$, we get $H \cdot \bar{H} \subseteq \bar{H}$.

Now consider the right traslation in $G$ by an element $c \in \bar{H}$. It is $\tau$ continuous, so

$$
\bar{H} \cdot c \subseteq \overline{H \cdot c} \subseteq \overline{H \cdot \bar{H}} \subseteq \overline{\bar{H}}=\bar{H}
$$

From the above inclusion, we finally deduce $\bar{H} \cdot \bar{H} \subseteq \bar{H}$.
Composing translations we obtain that also conjugations are $\tau$-continuous; so if $H$ is a normal subgroup and $g \in G$, then

$$
g \cdot \bar{H} \cdot g^{-1} \subseteq \overline{g \cdot H \cdot g^{-1}}=\bar{H}
$$

Let $(G, \tau)$ be a quasi-topological group, and $N$ be a normal subgroup of $G$. Consider the quotient group $\bar{G}=G / N$ and the canonical map $\pi:(G, \tau) \rightarrow \bar{G}$. The quotient topology $\bar{\tau}$ of $\tau$ on $\bar{G}$ is the final topology of $\pi$, namely $\bar{\tau}=\{A \subseteq$ $\left.\bar{G} \mid \pi^{-1}(A) \in \tau\right\}$. Then, the following results hold.

Proposition 5.2. If $(G, \tau)$ is a quasi-topological group, then $(\bar{G}, \bar{\tau})$ is a quasitopological group, and the map $\pi:(G, \tau) \rightarrow(\bar{G}, \bar{\tau})$ is continuous and open. In particular, $\bar{\tau}=\{\pi(X) \subseteq \bar{G} \mid X \in \tau\}$.

Proof. Proceed as in the case of topological groups to verify that $(\bar{G}, \bar{\tau})$ is a quasi-topological group.

We prove that $\pi$ is open. Let $A \in \tau$, and note that $\pi(A) \in \bar{\tau}$ if and only if $\pi^{-1} \pi(A) \in \tau$. As

$$
\pi^{-1} \pi(A)=A \cdot N=\bigcup_{n \in N} A \cdot n
$$

and $(\bar{G}, \bar{\tau})$ is a quasi-topological group, we are done.
Proposition 5.3. If $(G, \tau)$ is a quasi-topological group, then the following are equivalent.
(1) $N$ is $\tau$-closed;
(2) $\left\{e_{\bar{G}}\right\}$ is $\bar{\tau}$-closed;
(3) $\bar{\tau}$ is a $T_{1}$ topology.

Proof. (1) $\Rightarrow$ (2). Let $N$ be $\tau$-closed. We are going to prove that $A=\bar{G} \backslash\left\{e_{\bar{G}}\right\}$ is $\bar{\tau}$-open, and note that this holds if and only if $\pi^{-1}(A)$ is $\tau$-open. As $\pi^{-1}(A)=$ $G \backslash N$ is $\tau$-open by assumption, we are done.
$(2) \Rightarrow(3)$ holds as $(\bar{G}, \bar{\tau})$ is a quasi-topological group by Proposition 5.2.
$(3) \Rightarrow(1)$. If $\bar{\tau}$ is a $T_{1}$ topology, in particular $\left\{e_{\bar{G}}\right\}$ is $\bar{\tau}$-closed, so that $N=\pi^{-1}\left(\left\{e_{\bar{G}}\right\}\right)$ is $\tau$-closed, being $\pi$ continuous.

### 5.2. Verbal functions

We will now characterize which topologies on a group make it a quasi-topological group, in term of continuity of an appropriate family of verbal functions.

Lemma 5.4. Let $G$ be a group, and $\tau$ a topology on $G$. Then $(G, \tau)$ is a quasitopological group if and only if $f_{w}:(G, \tau) \rightarrow(G, \tau)$ is continuous for every word of the form $w=g x^{\varepsilon} \in G[x]$, with $g \in G$ and $\varepsilon= \pm 1$.

In particular, if a topology $\sigma$ on a group $G$ makes continuous every verbal function, then $(G, \sigma)$ is a quasi-topological group. If $\sigma$ is also $T_{1}$, then $\mathfrak{Z}_{G} \subseteq \sigma$.

Proof. Let $\iota$ denote the inversion function of $G$. If $(G, \tau)$ is a quasi-topological group, then every verbal function of the form $f_{g x}$, being a left translation, is $\tau$-continuous. Then also every $f_{g x^{-1}}=f_{g x} \circ \iota$ is $\tau$-continuous.

For the converse, let $\tau$ be a topology on $G$ such that $f_{w}:(G, \tau) \rightarrow(G, \tau)$ is continuous for every word $w=g x^{\varepsilon}$, with $g \in G$ and $\varepsilon= \pm 1$. Then items 3 and 5 in Example 1.1 show that the inversion and the left translations are verbal functions of this form, hence are $\tau$-continuous. Finally, the right translation by an element $g$ is $f_{x g}=f_{x^{-1}} \circ f_{g^{-1} x^{-1}}$.

For the last part, note that if $\sigma$ is $T_{1}$, then $\left\{e_{G}\right\}$ is $\sigma$-closed. If moreover every $f_{w}$ is $\sigma$-continuous, then also every $E_{w}=f_{w}^{-1}\left(\left\{e_{G}\right\}\right)$ is $\sigma$-closed. As $\mathbb{E}_{G}$ is a subbase for the $\mathfrak{Z}_{G}$-closed sets, we conclude $\mathfrak{Z}_{G} \subseteq \sigma$.

Example 5.5. Let $(G, \tau)$ be a $T_{1}$ quasi-topological group. By Lemma 5.4, every verbal function in $\left\{f_{g x^{\varepsilon}} \mid g \in G, \varepsilon= \pm 1\right\}$ is $\tau$-continuous. We shall see that not every verbal function need to be $\tau$-continuous.

To this end, recall that the space $\left(G, c o-\lambda_{G}\right)$ is a $T_{1}$ quasi-topological group for every infinite cardinal number $\lambda$.

So let $\omega \leq \lambda<\kappa=|G|$, note that co- $\lambda_{G}$ is not the discrete topology on $G$, and consider $\tau=c o-\lambda_{G}$.

1. Let $G$ be a group having a non-central element $a$ such that $\left|C_{G}(a)\right| \geq \lambda$ (for example, the group $G=\oplus_{\kappa} S_{3}$ will do). Then let $w=[a, x] \in$ $G[x]$, and consider the commutator verbal function $f_{w} \in \mathscr{F}(G)$. As $f_{w}^{-1}\left(\left\{e_{G}\right\}\right)=C_{G}(a) \neq G$, we have that $f_{w}$ is not $\tau$-continuous.
2. Let $G$ be a non-abelian group such that $|G[2]| \geq \lambda$ (also in this case the group $G=\oplus_{\kappa} S_{3}$ considered above will do). Then let $w=x^{2} \in G[x]$, and consider the verbal function $f_{w} \in \mathscr{F}(G)$. As $f_{w}^{-1}\left(\left\{e_{G}\right\}\right)=G[2] \neq G$, we have that $f_{w}$ is not $\tau$-continuous.

In the following results we prove that $\left(G, \mathfrak{Z}_{G}\right),\left(G, \mathfrak{M}_{G}\right)$ and $\left(G, \mathfrak{P}_{G}\right)$ are quasi-topological groups.

Proposition 5.6. For every group $G$, the following hold.

1. Every verbal function is $\mathfrak{Z}_{G}$-continuous.
2. The pair $\left(G, \mathfrak{Z}_{G}\right)$ is a quasi-topological group.
3. $\mathfrak{Z}_{G}$ is the initial topology of the family of all verbal functions $\{f: G \rightarrow$ $\left.\left(G, \mathfrak{Z}_{G}\right) \mid f \in \mathscr{F}(G)\right\}$.

Proof. 1. Follows from the fact that $\mathbb{E}_{G}$ is a subbase for the $\mathfrak{Z}_{G}$-closed subsets of $G$, and from Lemma 4.4.
2. Immediately follows by Lemma 5.4 and item 1.
3. Also follows by item 1 .

Corollary 5.7. Every group topology on a group $G$ makes continuous every verbal function of $G$. In particular $\mathfrak{M}_{G}$ and $\mathfrak{P}_{G}$ make continuous every verbal function of $G$, so $\mathfrak{Z}_{G} \subseteq \mathfrak{M}_{G} \subseteq \mathfrak{P}_{G}$, and all the three are quasi-topological group topologies.

Proof. As a verbal function is a composition of products and inversions, it is continuous with respect to every group topology. The same is true for $\mathfrak{M}_{G}$ and $\mathfrak{P}_{G}$, which are intersections of group topologies, then Lemma 5.4 applies.

If $N$ is a normal subgroup of a group $G$, and $\bar{G}=G / N$ is the quotient group, consider the quotient topology $\overline{\mathfrak{Z}}_{G}$ on $\bar{G}$. In the following proposition we prove that every verbal function $\left(\bar{G}, \overline{\mathfrak{Z}}_{G}\right) \rightarrow\left(\bar{G}, \overline{\mathfrak{Z}}_{G}\right)$ of $\bar{G}$ is continuous.

Proposition 5.8. Let $N$ be a normal subgroup of a group $G$, and let $\bar{G}=G / N$. Then the quotient topology $\overline{\mathfrak{Z}}_{G}$ makes continuous every verbal function of $\bar{G}$.

Proof. Let $v=\bar{g}_{1} x^{\varepsilon_{1}} \bar{g}_{2} x^{\varepsilon_{2}} \cdots \bar{g}_{n} x^{\varepsilon_{n}} \in \bar{G}[x]$, and we have to prove that

$$
f_{v}:\left(\bar{G}, \overline{\mathfrak{Z}}_{G}\right) \rightarrow\left(\bar{G}, \overline{\mathfrak{Z}}_{G}\right)
$$

is continuous. If $w=g_{1} x^{\varepsilon_{1}} g_{2} x^{\varepsilon_{2}} \cdots g_{n} x^{\varepsilon_{n}} \in G[x]$, then $v=\bar{w}$, and in the notation of Remark 3.3, item 2, the following diagram commutes.


As $f_{w}$ is continuous and $\overline{\mathfrak{Z}}_{G}$ is the final topology of the canonical projection $\pi:\left(G, \mathfrak{Z}_{G}\right) \rightarrow \bar{G}$, also $f_{\bar{w}}$ is continuous.

The main result of this subsection is the following theorem characterizing the normal subgroups $N$ of $G$ such that the canonical projection $\pi:\left(G, \mathfrak{Z}_{G}\right) \rightarrow$ $\left(\bar{G}, \mathcal{Z}_{\bar{G}}\right)$ is continuous, where $\bar{G}=G / N$.
Theorem 5.9. Let $N$ be a normal subgroup of a group $G$, and let $\bar{G}=G / N$. Then the following conditions are equivalent:
(1) $N$ is $\mathfrak{Z}_{G}$-closed;
(2) $\overline{\mathfrak{Z}}_{G}$ is a $T_{1}$ topology;
(3) $\mathfrak{Z}_{\bar{G}} \subseteq \overline{\mathfrak{Z}}_{G}$;
(4) the canonical map $\pi:\left(G, \mathfrak{Z}_{G}\right) \rightarrow\left(\bar{G}, \mathfrak{Z}_{\bar{G}}\right)$ is continuous.

Proof. (1) $\Leftrightarrow(2)$ follows by Proposition 5.3 and Proposition 5.6, item 2.
$(2) \Rightarrow(3)$ follows by Proposition 5.8 and Lemma 5.4.
$(3) \Rightarrow(4)$. In this case, the map id: $\left(\bar{G}, \overline{\mathfrak{Z}}_{G}\right) \rightarrow\left(\bar{G}, \bar{Z}_{\bar{G}}\right)$ is continuous, and so also the composition

$$
\left(G, \mathfrak{Z}_{G}\right) \xrightarrow{\pi}\left(\bar{G}, \overline{\mathfrak{Z}}_{G}\right) \xrightarrow{\mathrm{id}}\left(\bar{G}, \mathfrak{Z}_{\bar{G}}\right) .
$$

(4) $\Rightarrow$ (1) holds as $\left\{e_{\bar{G}}\right\}$ is $\mathcal{Z}_{\bar{G}}$-closed and $N=\pi^{-1}\left(\left\{e_{\bar{G}}\right\}\right)$.

As an application of Theorem 5.9, we prove in the following corollary that every $n$-th center $Z_{n}(G)$ of $G$ is $\mathfrak{Z}_{G}$-closed, where $Z_{n}(G) \leq G$ is defined inductively as follows, for $n \in \mathbb{N}_{+}$. Let $Z_{1}(G)=Z(G)$. Consider the quotient group $G / Z(G)$, its center $Z(G / Z(G))$, and its preimage $Z_{2}(G) \leq G$ under the canonical projection $\pi: G \rightarrow G / Z(G)$. Proceed by induction to define an ascending chain of characteristic subgroups $Z_{n}(G)$.
Corollary 5.10. For every group $G$, and every positive integer $n$, the subgroup $Z_{n}(G)$ is $\mathfrak{Z}_{G}$-closed.
Proof. The center $Z(G)=Z_{1}(G)$ is $\mathfrak{Z}_{G}$-closed by Example 1.2, item 2. If $\bar{G}=G / Z(G)$, then the projection $\pi:\left(G, \mathfrak{Z}_{G}\right) \rightarrow\left(\bar{G}, \mathfrak{Z}_{\bar{G}}\right)$ is continuous by Theorem 5.9. As $Z(\bar{G})$ is $\mathfrak{Z}_{\bar{G}}$-closed, we have that $Z_{2}(G)=\pi^{-1}(Z(\bar{G}))$ is $\mathfrak{Z}_{G}$-closed.

Proceed by induction to get the thesis.
Remark 5.11. Corollary 5.10 can also be proved observing that it is possible to define by induction $Z_{1}(G)=Z(G)$ and, for an integer $i \geq 1$, and $x \in G$, note that $x \in Z_{i+1}(G)$ if and only if $[g, x]=g x g^{-1} x^{-1} \in Z_{i}(G)$ for every $g \in G$. Equivalently, if $w_{g}=[g, x] \in G[x]$, then

$$
Z_{i+1}(G)=\bigcap_{g \in G}\left\{x \in G \mid[g, x] \in Z_{i}(G)\right\}=\bigcap_{g \in G} f_{w_{g}}^{-1}\left(Z_{i}(G)\right)
$$

As $f_{w_{g}}$ is $\mathfrak{Z}_{G}$-continuous by Proposition 5.6, item 1, for every $g \in G$, and $Z_{i}(G)$ is $\mathfrak{Z}_{G}$-closed by inductive hypothesis, we deduce that $Z_{i+1}(G)$ is $\mathfrak{Z}_{G}$-closed.

### 5.3. Partial Zariski topologies

Given a subset $W \subseteq G[x]$, we consider the family $\mathcal{E}(W)=\left\{E_{w}^{G} \mid w \in W\right\} \subseteq \mathbb{E}_{G}$ of elementary algebraic subsets of $G$ determined by the words $w \in W$. Then, following [4] and [5], we consider the topology $\mathfrak{T}_{W}$ having $\mathcal{E}(W)$ as a subbase for its closed sets.

Example 5.12. 1. Note that $\mathcal{E}(G[x])=\mathbb{E}_{G}$, so $\mathfrak{T}_{G[x]}=\mathfrak{Z}_{G}$.
2. Taking $W=\{g x \mid g \in G\}$, one obtains that $\mathcal{E}(W)=\{\{g\} \mid g \in G\}$, so that $\mathfrak{T}_{W}=\operatorname{cof}_{G}$.

Lemma 5.13. Let $W \subseteq G[x]$, and assume that $g w \in W$, for every $w \in W$ and every $g \in G$. Then $\mathfrak{T}_{W}$ is the initial topology of the family of verbal functions $\left\{f_{w}: G \rightarrow\left(G, c o f_{G}\right) \mid w \in W\right\}$.

Proof. If $\tau$ is such initial topology, then $\mathcal{F}=\left\{f_{w}^{-1}(\{g\})=f_{g^{-1} w}^{-1}\left(\left\{e_{G}\right\}\right) \mid w \in\right.$ $W, g \in G\}$ is a subbase for the $\tau$-closed sets.

By assumption, $\mathcal{F}$ coincides with $\mathcal{E}(W)=\left\{E_{w}=f_{w}^{-1}\left(\left\{e_{G}\right\}\right) \mid w \in W\right\}$, so that $\tau=\mathfrak{T}_{W}$.

In particular, $\mathfrak{Z}_{G}$ can be equivalently defined as the initial topology of the family of all verbal functions $\left\{f: G \rightarrow\left(G, \operatorname{cof}_{G}\right) \mid f \in \mathscr{F}(G)\right\}$.

Example 5.14. Let $a, b \in G$, and $w=b x a x^{-1}=b a\left[a^{-1}, x\right] \in G[x]$. Note that $E_{w} \neq \emptyset$ if and only if there exists an element $g \in G$ such that $b=g a^{-1} g^{-1}$, i.e. $b$ and $a^{-1}$ are conjugated elements in $G$. In this case, $w=\left(g a^{-1} g^{-1}\right) x a x^{-1}$.

In particular, letting $V=\left\{b x a x^{-1} \mid a, b \in G\right\} \subseteq G[x]$ and

$$
\begin{equation*}
W_{\mathfrak{C}}=\left\{[g, a][a, x]=\left(g a g^{-1}\right) x a^{-1} x^{-1} \mid a, g \in G\right\} \subseteq V, \tag{16}
\end{equation*}
$$

we obtain that $\mathcal{E}(V) \backslash \emptyset=\mathcal{E}\left(W_{\mathfrak{C}}\right) \subseteq \mathcal{E}(V)$, so that $\mathfrak{T}_{V}=\mathfrak{T}_{W_{\mathcal{C}}}$. Moreover, by Example 4.5, item 2, we have

$$
\begin{equation*}
\mathcal{E}\left(W_{\mathfrak{C}}\right)=\left\{g C_{G}(a) \mid a, g \in G\right\} . \tag{17}
\end{equation*}
$$

Definition 5.15. Given a group $G$, we denote by $\mathfrak{C}_{G}$ the topology $\mathfrak{T}_{W_{\mathfrak{E}}}$, for $W_{\mathfrak{C}} \subseteq G[x]$ as in (16). We call $\mathfrak{C}_{G}$ the centralizer topology of $G$.

We will study $\mathfrak{C}_{G}$ in more details in §5.4.
By definition, the family $\mathcal{C}=\left\{g C_{G}(a) \mid a, g \in G\right\}$ is a subbase for the $\mathfrak{C}_{G}$-closed subsets of $G$. On the other hand, one can consider the topology $\mathcal{C}$ generates taking its members as open sets, i.e. the coarsest topology $\mathcal{T}_{G}$ on $G$ such that $g C_{G}(a)$ is $\mathcal{T}_{G}$-open, for every $a, g \in G$. The topology $\mathcal{T}_{G}$ has been introduced by Taĭmanov in [22] and is now called the Taŭmanov topology of $G$. See for example [10] for a recent work on this topic.

Definition 5.16. The Taĭmanov topology $\mathcal{T}_{G}$ on a group $G$ is the topology having the family of the centralizers of the elements of $G$ as a subbase of the filter of the neighborhoods of $e_{G}$.

It is easy to check that $\mathcal{T}_{G}$ is a group topology, and for every element $g \in G$ the subgroup $C_{G}(g)$ is a $\mathcal{T}_{G}$-open (hence, closed) subset of $G$. So note that $\mathfrak{C}_{G} \subseteq \mathcal{T}_{G}$ in general (see Lemma 5.33 for a sufficient condition on $G$ to have $\left.\mathfrak{C}_{G}=\mathcal{T}_{G}\right)$.

Note that ${\overline{\left\{e_{G}\right\}}}^{\mathcal{T}_{G}}=Z(G)$, so $\mathcal{T}_{G}$ need not be Hausdorff.
Lemma 5.17 ([10, Lemma 4.1]). If $G$ is a group, then the following hold for $\mathcal{T}_{G}$.

1. $\mathcal{T}_{G}$ is Hausdorff if and only if $G$ is center-free.
2. $\mathcal{T}_{G}$ is indiscrete if and only if $G$ is abelian.

Remark 5.18. If $S \subseteq G$, let

$$
\begin{gathered}
C(S)=\left\{[g, a][a, x]=\left(g a g^{-1}\right) x a^{-1} x^{-1} \mid g \in G, a \in S\right\} \subseteq G[x] \\
D(S)=\left\{\left[x c x^{-1}, b\right] \mid b, c \in S\right\} \subseteq G[x]
\end{gathered}
$$

For example, $C(G)=W_{\mathcal{C}}$ as in (16), so that $\mathfrak{T}_{C(G)}=\mathfrak{C}_{G}$.
In [3], the authors introduced two restricted Zariski topologies $\mathfrak{Z}_{G}^{\prime}, \mathfrak{Z}_{G}^{\prime \prime}$ on a group $G$, that in our notation are respectively $\mathfrak{Z}_{G}^{\prime}=\mathfrak{T}_{C(G[2]) \cup D(G[2])}$, and $\mathfrak{Z}_{G}^{\prime \prime}=\mathfrak{T}_{C(G[2])}$. Obviously, $\mathfrak{Z}_{G}^{\prime \prime} \subseteq \mathfrak{Z}_{G}^{\prime} \subseteq \mathfrak{Z}_{G}$ and $\mathfrak{Z}_{G}^{\prime \prime} \subseteq \mathfrak{C}_{G}$ hold for every group G. See also Theorem 5.26.

In the following definition we introduce the partial Zariski topology $\mathfrak{T}_{\text {mon }}$ determined by the monomials. Note that by Lemma 4.7 there is no harm in considering only the monomials with non-negative content. Moreover, by Remark 4.2 we can indeed consider only positive-content monomials.

Definition 5.19. If $M=\left\{g x^{n} \mid g \in G, n \in \mathbb{N}_{+}\right\} \subseteq G[x]$ is the family of the monomials with positive content, then we denote by $\mathfrak{T}_{\text {mon }}$ the topology having $\mathcal{E}(M)$ as a subbase for its closed sets, and we call it the monomial topology of $G$.

Note that $g x \in M$ for every $g \in G$, so that $\mathfrak{T}_{\text {mon }}$ is $T_{1}$ topology.
Example 5.20. Let $G$ be abelian. We have seen in $\S 3.4$ that $w \approx w_{a b}$ for every $w \in G[x]$. As in studying $E_{w}$ we can assume $\epsilon(w) \geq 0$ by Lemma 4.7, this shows that $\mathfrak{T}_{\text {mon }}=\mathfrak{Z}_{G}$.

In [21], Ol'shanskij built the first example of a countable group $G$ with $\mathfrak{Z}_{G}=\delta_{G}$, so that $\mathfrak{Z}_{G}=\mathfrak{M}_{G}=\delta_{G}$. A closer look at his proof reveals that really also $\mathfrak{T}_{\text {mon }}=\delta_{G}$ for such a group $G$.

Recall that a group $G$ is said to satisfy the cancellation law if $x^{n}=y^{n}$ implies $x=y$, for every $n \in \mathbb{N}_{+}$and $x, y \in G$. Here we recall also that a group $G$ is called:

- nilpotent if $Z_{n}(G)=G$ for some $n \in \mathbb{N}_{+}$,
- torsion-free if every element has infinite order.

It is a classical result due to Chernikov, that if $G$ is a nilpotent, torsion-free group, then $G$ satisfies the cancellation law.

Corollary 5.21. If $G$ satisfies the cancellation law, then $\mathfrak{T}_{\text {mon }}=\operatorname{cof} f_{G}$. In particular, $\mathfrak{T}_{\text {mon }}=\operatorname{cof}_{G}$ for every nilpotent, torsion-free group $G$.

Proof. It suffices to prove that $E_{w}$ has at most one element, for every monomial $w=g x^{m} \in G[x]$ with $m>0$. So let $w=g x^{m}$, and assume $a \in E_{w}$, so that $a^{m}=g^{-1}$. Then $E_{w}=\left\{p \in G \mid p^{m}=a^{m}\right\}$, so that $E_{w}=\{a\}$.

If $G$ is a nilpotent, torsion-free group, then Chernikov's result applies.

### 5.3.1. Permutation groups

In what follows, $X$ is an infinite set. For a subgroup $G \leq S(X)$ of the permutation group of $X$, recall that $\tau_{p}(G)$ denote the point-wise convergence topology of $G$. Then $\tau_{p}(G)$ is a Hausdorff group topology, so that $\mathfrak{Z}_{G} \subseteq \mathfrak{M}_{G} \subseteq \tau_{p}(G)$ for every group $G \leq S(X)$. The following classic result was proved by Gaughan in 1967.

Theorem 5.22 ([18]). Let $G=S(X)$. Then $\tau_{p}(G)$ is contained in every Hausdorff group topology on $G$.

In particular, it follows from Theorem 5.22 that $\mathfrak{M}_{S(X)}=\tau_{p}(S(X))$ is itself a Hausdorff group topology.

Ten years after Gaughan's Theorem 5.22, Dierolf and Schwanengel (unaware of his result) proved the following:

ThEOREM 5.23 ([9]). Let $S_{\omega}(X) \leq G \leq S(X)$. Then $\tau_{p}(G)$ is a minimal Hausdorff group topology.

Although Theorem 5.23 provides new results for groups $S_{\omega}(X) \leq G \leq$ $S(X)$, Theorem 5.22 gives a much stronger result for the whole group $S(X)$. That is why Dikranjan conjectured the following.

Conjecture 5.24 ([19]). Let $S_{\omega}(X) \leq G \leq S(X)$. Then $\mathfrak{M}_{G}=\tau_{p}(G)$.

The following question was raised by Dikranjan and Shakhmatov (see Theorem 5.22).

Question 5.25 ([11]). Does $\mathfrak{M}_{S(X)}$ coincide with $\mathfrak{Z}_{S(X)}$ ?
It has recently turned out that Dikranjan's conjecture is true, and DikranjanShakhmatov's question has a positive answer. It has been proved in [3] that $\mathfrak{Z}_{G}=\mathfrak{M}_{G}$ is the pointwise convergence topology for all subgroups $G$ of infinite permutation groups $S(X)$, that contain the subgroup $S_{\omega}(X)$ of all permutations of finite support.
THEOREM 5.26 ([3]). If $S_{\omega}(X) \leq G \leq S(X)$, then $\mathfrak{Z}_{G}^{\prime \prime} \subsetneq \mathfrak{Z}_{G}^{\prime}=\mathfrak{Z}_{G}=\mathfrak{M}_{G}=$ $\tau_{p}(G)$.

As a corollary of Theorem 5.26, the same authors have obtained the following answer to another question posed by Dikranjan and Shakhmatov.

Corollary 5.27 ([3]). The class of groups $G$ satisfying $\mathfrak{Z}_{G}=\mathfrak{M}_{G}$ is not closed under taking subgroups.

Proof. Let $H$ be a group such that $\mathfrak{Z}_{H} \neq \mathfrak{M}_{H}$, embed it in $G=S(H)$, and apply Theorem 5.26 to conclude that $\mathfrak{Z}_{G}=\mathfrak{M}_{G}$.

### 5.4. Centralizer topologies

In this subsection, we study two partial Zariski topologies. The first one is the topology $\mathfrak{C}_{G}$ introduced in Definition 5.15. As we shall see in Proposition 5.30, item 3, the topology $\mathfrak{C}_{G}$ is not $T_{1}$ in general, so $\mathfrak{C}_{G} \neq \mathfrak{Z}_{G}$ in general. As $\mathfrak{C}_{G} \subseteq \mathfrak{Z}_{G}$, we can still consider the coarsest $T_{1}$ topology $\mathfrak{C}_{G}^{\prime \prime}$ on $G$ such that

$$
\mathfrak{C}_{G} \subseteq \mathfrak{C}_{G}^{\prime} \subseteq \mathfrak{Z}_{G} .
$$

The cofinite topology $\operatorname{cof}_{G}$ being the coarsest $T_{1}$ topology on $G$, in the following definition we introduce the $T_{1}$-refinement topology $\mathfrak{C}_{G}^{\prime \prime}$ of $\mathfrak{C}_{G}$.
DEfinition 5.28. The $T_{1}$ centralizer topology $\mathfrak{C}_{G}^{\prime}$ on a group $G$ is the supremum (in the lattice of all topologies on $G$ )

$$
\mathfrak{C}_{G}^{\prime}=\mathfrak{C}_{G} \vee \operatorname{cof}_{G}
$$

REMARK 5.29. Then $\mathfrak{C}_{G}^{\prime}$ is $T_{1}$, and $\mathfrak{C}_{G} \subseteq \mathfrak{C}_{G}^{\prime} \subseteq \mathfrak{Z}_{G}$, so that $\mathfrak{C}_{G}=\mathfrak{C}_{G}^{\prime}$ if and only if $\mathfrak{C}_{G}$ is $T_{1}$.

Let $W=W_{\mathfrak{C}} \cup\{g x \mid g \in G\}$. Then $\mathfrak{C}_{G}^{\prime}=\mathfrak{T}_{W}$, as

$$
\mathcal{E}(W)=\mathcal{E}\left(W_{\mathfrak{C}}\right) \cup\{\{g\} \mid g \in G\}=\left\{g C_{G}(a) \mid a, g \in G\right\} \cup\{\{g\} \mid g \in G\}
$$

where the second equality follows from (17). Obviously, $\mathfrak{C}_{G}^{\prime}=\mathfrak{T}_{W^{\prime}}$ also for $W^{\prime}=\left\{a x b x^{-1} \mid a, b \in G\right\} \cup\{x g \mid g \in G\}$.

In what follows, we denote by $\iota_{G}$ the indiscrete topology on $G$, namely

$$
\iota_{G}=\{\emptyset, G\} \subseteq \mathcal{P}(G)
$$

Here follows some easy-to-establish properties of the centralizer topologies $\mathfrak{C}_{G}$ and $\mathfrak{C}_{G}^{\prime}$.
Proposition 5.30. Let $G$ be a group. Then the following hold.

1. Both the pair $\left(G, \mathfrak{C}_{G}\right)$ and $\left(G, \mathfrak{C}_{G}^{\prime}\right)$ are quasi-topological groups.
2. ${\overline{\left\{e_{G}\right\}}}^{\mathfrak{C}_{G}}=Z(G)$.
3. $\mathfrak{C}_{G}$ is $T_{1}$ (so $\mathfrak{C}_{G}=\mathfrak{C}_{G}^{\prime}$ ) if and only if $Z(G)=\left\{e_{G}\right\}$, while $\mathfrak{C}_{G}=\iota_{G}$ if and only if $G=Z(G)$ is abelian.
4. If $H \leq G$, then $\mathfrak{C}_{H} \subseteq \mathfrak{C}_{G} \upharpoonright_{H}$ and $\mathfrak{C}_{H}^{\prime} \subseteq \mathfrak{C}_{G}^{\prime} \upharpoonright_{H}$.

Proof. (1) is straightforward.
(2). As $Z(G)=\bigcap_{g \in G} C_{G}(g)$ is $\mathfrak{C}_{G}$-closed, one only has to verify that every $\mathfrak{C}_{G}$-closed subset containing $e_{G}$ must also contain $Z(G)$.
(3). Immediately follows from items (1) and (2).
(4). To prove that $\mathfrak{C}_{H} \subseteq \mathfrak{C}_{G} \upharpoonright_{H}$, it suffices to note that for every element $h \in H$ we have that $C_{H}(h)=C_{G}(h) \cap H$ is a $\mathfrak{C}_{G} \upharpoonright_{H}$-closed subset of $H$.

To prove the inclusion $\mathfrak{C}_{H}^{\prime} \subseteq \mathfrak{C}_{G}^{\prime} \upharpoonright_{H}$, note that $\operatorname{cof} f_{H}=\operatorname{cof} f_{G} \upharpoonright_{H}$, so that

$$
\mathfrak{C}_{H}^{\prime}=\mathfrak{C}_{H} \vee \operatorname{cof}_{H} \subseteq \mathfrak{C}_{G} \upharpoonright_{H} \vee \operatorname{cof}_{G} \upharpoonright_{H} \subseteq\left(\mathfrak{C}_{G} \vee \operatorname{cof} f_{G}\right) \upharpoonright_{H}=\mathfrak{C}_{G}^{\prime} \upharpoonright_{H}
$$

We shall see in $\S 5.4 .1$ that every free non-abelian group $F$ satisfies $\mathfrak{C}_{F}=$ $\mathfrak{C}_{F}^{\prime}=\mathfrak{Z}_{F}$. On the other hand, we consider a class of matrix groups $H$ in §5.4.2, satisfying $\mathfrak{C}_{H} \neq \mathfrak{C}_{H}^{\prime}=\mathfrak{Z}_{H}$.
Example 5.31. Let us show that the inclusion $\mathfrak{C}_{H} \subseteq \mathfrak{C}_{G} \upharpoonright_{H}$ in Proposition 5.30, item 4, may be proper. To this end, it will suffice to consider a group $G$ having an abelian, non-central subgroup $H$, so that

$$
\iota_{H}=\mathfrak{C}_{H} \subsetneq \mathfrak{C}_{G} \upharpoonright_{H}
$$

Indeed, $\iota_{H}=\mathfrak{C}_{H}$ holds by Proposition 5.30, item 3, as $H$ is abelian, while $\emptyset \neq Z(G) \cap H \subsetneq H$ is a $\mathfrak{C}_{G} \upharpoonright_{H}$-closed subset of $H$.
Proposition 5.32. Let $G$ be a group, $\bar{G}=G / Z(G)$, and $\tau$ be the initial topology on $G$ of the canonical projection map

$$
\begin{equation*}
\pi: G \rightarrow(\bar{G}, \operatorname{cof} \overline{\bar{G}}) \tag{18}
\end{equation*}
$$

Then $\tau \subseteq \mathfrak{C}_{G}$.
Moreover, $\mathfrak{C}_{G}=\tau$ if and only if for every $g \in G \backslash Z(G)$ the index $\left[C_{G}(g)\right.$ : $Z(G)]$ is finite.

Proof. As the family of singletons of $\bar{G}$ is a subbase for the $\operatorname{cof} \overline{\bar{G}}_{\bar{G}}$-closed sets, and $\pi^{-1}(\{g Z(G)\})=g Z(G)$ is $\mathfrak{C}_{G}$-closed for every $g \in G$ by Proposition 5.30, items 1 and 2 , we immediately obtain $\tau \subseteq \mathfrak{C}_{G}$.

For the reverse inclusion, we have that $\mathfrak{C}_{G} \subseteq \tau$ if and only if $C_{G}(g)$ is $\tau$ closed for every $g \in G$ by Proposition 5.30, item 1. As $C_{G}(g)=G$ is certanly $\tau$-closed for an element $g \in Z(G)$, it is sufficient to consider the case when $C_{G}(g)$ is $\tau$-closed for every $g \in G \backslash Z(G)$.

Finally note that, if $g \in G \backslash Z(G)$, then $G \ngtr C_{G}(g) \geq Z(G)$. So $C_{G}(g)=$ $\pi^{-1}\left(\pi\left(C_{G}(g)\right)\right)$ is $\tau$-closed exactly when $\pi\left(C_{G}(g)\right)=C_{G}(g) / Z(G)$ is finite.

Recall that a group $G$ is called an $F C$-group if the index $\left[G: C_{G}(F)\right]$ is finite for every $F \in[G]^{<\omega}$, or equivalently if $\left[G: C_{G}(g)\right]$ is finite for every $g \in G$.

Now we prove that the centralizer topology $\mathfrak{C}_{G}$ and the Taĭmanov topology $\mathcal{T}_{G}$ coincide on an FC-group $G$.
Lemma 5.33. If $G$ is an $F C$-group, then $\mathfrak{C}_{G}=\mathcal{T}_{G}$.
Proof. The inclusion $\mathfrak{C}_{G} \subseteq \mathcal{T}_{G}$ holds for every group, so we prove the reverse one. To this end, it suffices to prove that $C_{G}(F)$ is a $\mathfrak{C}_{G}$-neighborhood of $e_{G}$, for every $F \in[G]^{<\omega}$. So let $F \in[G]^{<\omega}$, and note that $C_{G}(F)$ is a finiteindex subgroup as $G$ is an FC-group. As $\left(G, \mathfrak{C}_{G}\right)$ is a quasi-topological group by Proposition 5.30, item 1, we can apply Theorem 5.1 (c) to conclude that $C_{G}(F)$ is $\mathfrak{C}_{G}$-open.

### 5.4.1. The Zariski topology of free non-abelian groups

Let $F$ be a free non-abelian group, and let

$$
\mathcal{B}=\left\{\{f\}, f C_{F}(g) \mid f, g \in F\right\} \subseteq \mathbb{E}_{F}
$$

By Remark 5.29 , the family $\mathcal{B}$ is a subbase for the $\mathfrak{C}_{F^{\prime}}^{\prime}$-closed subsets.
Proposition 5.34 ([8, Theorem 5.3]). Arbitrary intersections of proper elementary algebraic subsets of $F$ are elements of $\mathcal{B}^{\cup}$.

In the original statement of Proposition 5.34, the authors used the family

$$
\left\{\{f\}, f C_{F}(g) h \mid f, g, h \in F\right\}
$$

instead of $\mathcal{B}$. Recall that $f C_{F}(g) h=f h C_{F}\left(h^{-1} g h\right)$, so that really the two families coincide.

THEOREM 5.35. If $F$ is a free non-abelian group, then $\mathfrak{C}_{F}=\mathfrak{C}_{F}^{\prime}=\mathfrak{Z}_{F}$.
Proof. It trivially follows from Proposition 5.34 that $\mathbb{E}_{F} \subseteq \mathcal{B}^{\cup}$, so that $\mathcal{B} \subseteq \mathbb{E}_{G}$ yields $\mathbb{E}_{F}^{\cup}=\mathcal{B}^{\cup}$. Then $\mathfrak{Z}_{F}=\mathfrak{C}_{F}^{\prime}$, while $\mathfrak{C}_{F}=\mathfrak{C}_{F}^{\prime}$ holds by Proposition 5.30, item 3.

### 5.4.2. The Zariski topology of Heisenberg groups

If $n$ is a positive integer, and $K$ is an infinite field, the $n$-th Heisenberg group with coefficients in $K$ is the matrix group

$$
\begin{aligned}
H & =H(n, K)= \\
& =\left\{\left.\left(\begin{array}{ccccc}
1 & x_{1} & \cdots & x_{n} & y \\
& 1 & & 0 & z_{1} \\
0 & & \ddots & & \vdots \\
& 0 & & 1 & z_{n} \\
0 & & 0 & & 1
\end{array}\right) \in \mathrm{GL}_{n+2}(K) \right\rvert\, x_{1}, \ldots, x_{n}, z_{1}, \ldots, z_{n}, y \in K\right\} .
\end{aligned}
$$

As $Z(H) \cong K$ is not trivial, Proposition 5.30, item 3, implies $\mathfrak{C}_{H} \neq \mathfrak{C}_{H}^{\prime}$.
In [16], we have computed the Zariski topology of $H(1, K)$. It follows from [16, Remark 6.9] that $\mathfrak{Z}_{H(1, K)}=\mathfrak{C}_{H(1, K)}^{\prime}$ when char $K \neq 2$.

If char $K \neq 2$, then it can also be proved using the same techniques that $\mathfrak{C}_{H}^{\prime}=\mathfrak{Z}_{H}$, so that

$$
\mathfrak{C}_{H} \neq \mathfrak{C}_{H}^{\prime}=\mathfrak{Z}_{H}
$$

for every $n \in \mathbb{N}_{+}$.
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# Dolcher fixed point theorem and its connections with recent developments on compressive/expansive maps ${ }^{1}$ 
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#### Abstract

In 1948 Mario Dolcher proposed an expansive version of the Brouwer fixed point theorem for planar maps. In this article we reconsider Dolcher's result in connection with some properties, such as covering relations, which appear in the study of chaotic dynamics.
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## 1. Introduction

The discovery of the so-called complex or chaotic dynamics, about the coexistence of periodic and non-periodic trajectories and sensitive dependence on the initial conditions, is usually attributed to Henri Poincaré [42, 43] (see also $[4,7,35])$ who found very complicated dynamics in his studies of the three body problem. According to Robert May [37, 38], the term chaos was introduced in a mathematical context by Li and Yorke in their famous article "Period three implies chaos" [30]. After this paper, thanks also to the preceding work by Stephen Smale on the horseshoe [46, 47] (see also [48]) and without forgetting the many other contributions about the so-called strange attractors (by Lorenz, Ruelle and Takens, Ueda, just to quote a few names), various formal definitions of chaotic dynamics were proposed (see, for instance [6, page 183], [10, page 127], [15, page 50] and [51, page 57]). A detailed analysis of these definitions, as well as a comparison about different points of view can be found in $[5,8,9,11,21,24,34,45,50]$. In any case, since there are thousands of references about chaotic dynamics as well as many different and interesting points of view on this topic, our discussion is clearly not exhaustive. Although some concepts of chaos may look very different from each other, it is interesting

[^1]to observe that the notion of chaos according to Li and Yorke is implied by several other definitions. In particular, for a broad class of spaces and mappings, it follows from Devaney's definition and it holds for maps with positive topological entropy.

In 1978 Frederick R. Marotto [31] extended Li-Yorke's approach to higher dimensions, by introducing the concept of snap-back repeller for a given map $f$. One of the key assumptions in this method is the existence of a repulsive fixed point for $f$. This in particular implies the existence of a neighborhood $U$ of such a point where the expansive property

$$
\begin{equation*}
f(U) \supseteq U \tag{1}
\end{equation*}
$$

holds. Maps which are expansive (at least on some parts of their domain) are typical in the context of chaotic dynamics. Conditions of the form (1) or their generalizations (see Section 3) are usually named covering relations. They are, in some sense, dual with respect to the assumption $f(U) \subseteq U$ (for $U$ a compact set homeomorphic to a closed ball) of the Brouwer fixed point theorem. It can be interesting to recall that in 1948 Mario Dolcher already considered an expansive version of the Brouwer theorem for the search of fixed points of planar maps [17].

The aim of this paper is to reconsider Dolcher's result in the context of the covering relations. In Section 2 we recall some classical facts related to Brouwer fixed point theorem and we give a comparison with their dual aspect concerning expansive properties. We also show, by means of a counterexample, that the assumptions in Dolcher's theorem are sharp. In Section 3 we survey some results about maps which are compressive/expansive only on some components of the space. With this respect, Dolcher's approach, if applied only to some components of the map, can find its interpretation in the context of the Markov partitions as presented in [52]. The content of this section is based on results obtained in $[2,3,41,52]$. It is also strictly related to a recent paper by Jean Mawhin [36] where various fixed points theorems for such maps are unified in a generalized setting.
This paper is partially based on two lectures delivered by the authors at the University of Trieste and on the thesis [49].

## 2. Fixed points and periodic points

### 2.1. Results related to Brouwer fixed point theorem

Let $\|\cdot\|$ be a fixed norm in $\mathbb{R}^{N}$ and let $B_{r}:=\left\{x \in \mathbb{R}^{N}:\|x\| \leq r\right\}$ be the closed ball of center the origin and radius $r>0$ in $\mathbb{R}^{N}$. The Brouwer fixed point theorem is one of the most classical and known results about the existence of fixed points for continuous maps in finite dimensional spaces. It can be formally expressed as follows:

Theorem 2.1 (Brouwer). For any continuous map $\phi: B_{r} \rightarrow B_{r}$ there exists $\tilde{x} \in B_{r}$ such that $\phi(\tilde{x})=\tilde{x}$.

Usually, the presentation of this theorem is accompanied by some related results as the following.

THEOREM 2.2 (Rothe). For any continuous map $\phi: B_{r} \rightarrow \mathbb{R}^{N}$ such that $\phi\left(\partial B_{r}\right) \subseteq B_{r}$, there exists $\tilde{x} \in B_{r}$ such that $\phi(\tilde{x})=\tilde{x}$.

Theorem 2.3 (Poincaré-Bohl). For any continuous map $\phi: B_{r} \rightarrow \mathbb{R}^{N}$ such that

$$
\phi(x) \neq \mu x, \quad \forall x \in \partial B_{r} \text { and } \mu>1
$$

there exists $\tilde{x} \in B_{r}$ such that $\phi(\tilde{x})=\tilde{x}$.
Theorem 2.2 and Theorem 2.3, although they are apparently more general than Theorem 2.1, can be easily proven by Brouwer's theorem. Indeed, one can apply it to the continuous map

$$
\psi: B_{r} \rightarrow B_{r}, \quad \psi(x):=P_{r}(\phi(x))
$$

where

$$
P_{r}(y):= \begin{cases}y & y \in B_{r} \\ r \frac{y}{\|y\|} & y \notin B_{r}\end{cases}
$$

is the radial projection of $\mathbb{R}^{N}$ onto $B_{r}$. One can easily check that if $\tilde{x} \in B_{r}$ is a fixed point of $\psi$, then the assumptions of Theorem 2.2 or Theorem 2.3 prevent the possibility that $\phi(\tilde{x}) \notin B_{r}$. Indeed, if $\|\phi(\tilde{x})\|>r$, then, from $\psi(\tilde{x})=\tilde{x}$, it follows that $\tilde{x} \in \partial B_{r}$ (that contradicts the condition of Rothe theorem) and, moreover, $\phi(\tilde{x})=\mu \tilde{x}$ with $\mu=\|\phi(\tilde{x})\| / r$ (that contradicts the assumption of Poincaré-Bohl theorem). Hence, in any case $\psi(\tilde{x}) \in B_{r}$ and so $\tilde{x}=\psi(\tilde{x})=\phi(\tilde{x})$.

An equivalent manner to express the Brouwer fixed point theorem is that of saying that a closed ball in a finite dimensional normed space has the fixed point property (FPP). In general, we say that a topological space $X$ has the FPP if any continuous map $f: X \rightarrow X$ has at least a fixed point. The FPP is preserved by homeomorphisms, thus, if we define a m-dimensional cell as a topological space which is homeomorphic to a closed ball of $\mathbb{R}^{m}$ (according to [40, page 4]), we can express the Brouwer fixed point theorem as follows.

Theorem 2.4. For any continuous map $\phi: C \rightarrow C$, where $C$ is a m-dimensional cell, there exists $\tilde{x} \in C$ such that $\phi(\tilde{x})=\tilde{x}$.

All the above versions of the Brouwer theorem, from a geometrical point of view, describe a situation in which the image of a ball (or its boundary) is contained in the ball itself. A dual result would be naturally expected, namely the existence of fixed points when the image of a ball covers it. This is indeed true for homeomorphisms in finite dimensional spaces. More precisely, the following result holds.
Theorem 2.5. Let $C \subseteq \mathbb{R}^{N}$ be a m-dimensional cell and let $\phi: C \rightarrow \phi(C) \subseteq$ $\mathbb{R}^{N}$ be a homeomorphism such that

$$
\begin{equation*}
\phi(C) \subseteq C \quad \text { or } \quad \phi(C) \supseteq C . \tag{2}
\end{equation*}
$$

Then there exists $\tilde{x} \in C$ such that $\phi(\tilde{x})=\tilde{x}$.
Clearly, we are precisely in the setting of Theorem 2.4 when $\phi(C) \subseteq C$. On the other hand, when $\phi(C) \supseteq C$, we can enter again in the setting of Theorem 2.4 by observing that $C^{\prime}:=\phi(C)$ is a $m$-dimensional cell and $\phi^{-1}$ : $C^{\prime} \rightarrow C \subseteq C^{\prime}$ is continuous. Hence there exists $\tilde{x} \in C^{\prime}$ with $\phi^{-1}(\tilde{x})=\tilde{x}$, so that $\tilde{x} \in C$ is also a fixed point for $\phi$.

### 2.2. Covering relations for continuous maps

A more interesting problem arises if $\phi$ is only continuous and not necessarily a homeomorphism. In the one-dimensional case ( $N=1$ ), using the Bolzano intermediate value theorem we can provide an affirmative answer as follows.

Theorem 2.6. Let $I \subseteq \mathbb{R}$ be a compact interval and let $\phi: I \rightarrow \mathbb{R}$ be $a$ continuous map such that $\phi(I) \supseteq I$. Then there exists $\tilde{x} \in I$ such that $\phi(\tilde{x})=\tilde{x}$.

We can find an application of this result in the classical paper of Li and Yorke "Period three implies chaos" (see [30, Lemma 2]). A second result which plays a crucial role in that paper is the following (see [30, Lemma 1]).

Theorem 2.7. Let $f: J \rightarrow J$ be a continuous map (where $J \subseteq \mathbb{R}$ is an interval) and let $\left(I_{n}\right)_{n}$ be a sequence of compact intervals with $I_{n} \subseteq J$ and $f\left(I_{n}\right) \supseteq I_{n+1}$ for all $n \in \mathbb{N}$. Then there is a sequence of compact intervals $Q_{n}$ such that $I_{0} \supseteq Q_{n} \supseteq Q_{n+1}$ and $f^{n}\left(Q_{n}\right)=I_{n}$ for all $n \geq 0$. For any $x \in Q:=\cap_{n=0}^{\infty} Q_{n}$ we have $f^{n}(x) \in I_{n}$ for all $n$.

This last result can be extended to a general setting. For example, Marotto, extending Li-Yorke's approach to higher dimensions, used a version of Theorem 2.7 where $J=\mathbb{R}^{N}$ and $\left(I_{n}\right)_{n}$ is sequence of nonempty compact sets (see [31, Lemma 3.2]). The same situation has been considered by Kloeden in [23, Lemma 2], referring to Diamond [16, Lemma 1].

A more general version of Theorem 2.7 can be applied in order to prove the existence of arbitrary itineraries for a continuous map and then to obtain
chaotic dynamics in the coin-tossing sense, according to [21]. More in detail, let $X$ be a metric space and $f: X \rightarrow X$ be a continuous map. Let $A_{0}, A_{1}$ be two nonempty compact and disjoint sets. Following the terminology adopted in [19] we say that an itinerary in $\left\{A_{0}, A_{1}\right\}$ is a sequence of symbol sets $\mathcal{S}:=$ $\left(A_{s_{0}}, A_{s_{1}}, \ldots, A_{s_{n}}, \ldots\right)$ with $\left(s_{n}\right)_{n} \in \Sigma_{2}^{+}:=\{0,1\}^{\mathbb{N}}$. A point $x \in A_{0} \cup A_{1}$ is said to follow the itinerary $\mathcal{S}$ if $f^{n}(x) \in A_{s_{n}}$ for all $n$. If, moreover, $A_{0}$ and $A_{1}$ satisfy condition

$$
\begin{equation*}
f\left(A_{i}\right) \supseteq f\left(A_{j}\right), \forall i, j \in\{0,1\} \tag{3}
\end{equation*}
$$

then it holds that all itineraries in $\left\{A_{0}, A_{1}\right\}$ are followed. The meaning of this result can be explained as follows: given any prescribed sequence of two symbols, for instance a sequence of Heads $=1$ and Tails $=0$, there is a forward orbit $\left(x_{n}\right)_{n}$ for $f$, i.e. $x_{n+1}=f\left(x_{n}\right)$, such that $x_{n} \in A_{1}$ or $x_{n} \in A_{0}$ according to the fact that $s_{n}=$ Head or $s_{n}=$ Tail. In other words, the deterministic map $f$ is able to reproduce any outcome of a general coin flipping experiment (see [48]). We can derive many consequences from (3) which are relevant for the theory of chaotic dynamics, like the existence of a compact invariant set on which the map (or some of its iterates) is semiconjugate to the Bernoulli shift, or the positive topological entropy of $f$, or also the existence of ergodic invariant measures (see [5, 11, 28, 29, 44]).

In several applications, for instance when dealing with dynamical systems induced by the Poincaré map associated to a system of differential equations, it would be quite interesting to provide information also with respect to the existence of fixed points or periodic points. In this context, given a periodic itinerary $\mathcal{S}$, a natural question which arises is whether there exists a periodic point for $f$ which follows it. In the one-dimensional setting and for $A_{0}, A_{1}$ compact intervals, a positive answer can be provided by applying Theorem 2.6 together with Theorem 2.7. Indeed, already in [30], periodic points of every period were found in the one-dimensional case. Extensions to higher dimensions of the covering relation, in the spirit of Li and Yorke paper, in order to provide the existence of infinitely many periodic points have been obtained by Marotto [31, 32], Kloeden [23] (see also [22]). The extension of Theorem 2.6 in the appropriate setting is made possible by assuming that the map is a homeomorphism restricted to suitable regions of its domain. In view of the above discussion, the question whether the assumption of local homeomorphism can be relaxed to the only hypothesis of continuity seems to be of some interest. As a first step in this direction, we shall focus our attention to the search of fixed points for continuous maps which satisfy expansivity conditions or covering relations of some kind.

### 2.3. Dolcher's fixed point theorem

In [17] Dolcher proposed a result of fixed points for planar maps which satisfy a covering relation. More precisely, denoting by $i(P, C)$ the topological index of a closed curve $C$ with respect to a point $P \notin C$, the following fixed point theorem holds.

Theorem 2.8 (Dolcher). For $N=2$, let $\phi: B_{r} \rightarrow \mathbb{R}^{2}$ be a continuous map such that the curve $\phi\left(\partial B_{r}\right)$ is external to the disc $B_{r}$ and, moreover,

$$
i\left(P, \phi\left(\partial B_{r}\right)\right) \neq 0
$$

for the points $P \in B_{r}$. Then, there exists $\tilde{x} \in B_{r}$ such that $\phi(\tilde{x})=\tilde{x}$.
A more general version of Theorem 2.8 consists in assuming that the curve $\phi\left(\partial B_{r}\right)$ has no points in the interior of the disc $B_{r}$ and that $i\left(P, \phi\left(\partial B_{r}\right)\right) \neq 0$ for the points $P \in \operatorname{int} B_{r}$ (see [17, Teorema II]). Theorem 2.8, as well as its variant, is expressed in the planar setting, however, as already observed by the author in the introduction of [17], the result can be extended to any dimension. Indeed, using the Brouwer degree on the open ball

$$
\Omega_{r}:=\operatorname{int} B_{r},
$$

we can state the following.
Theorem 2.9. Let $\phi: B_{r} \rightarrow \mathbb{R}^{N}$ be a continuous map such that $\phi\left(\partial B_{r}\right) \subseteq$ $\mathbb{R}^{N} \backslash \Omega_{r}$ and suppose that $\operatorname{deg}\left(\phi, \Omega_{r}, 0\right) \neq 0$. Then, there exists $\tilde{x} \in B_{r}$ such that $\phi(\tilde{x})=\tilde{x}$.

Proof. If there exists $\tilde{x} \in \partial B_{r}$ such that $\phi(\tilde{x})=\tilde{x}$, we have the result. Therefore, we can suppose that $\phi-I d$ never vanishes on $\partial \Omega_{r}$. Hence, if we define the homotopy $h_{\lambda}(x):=\phi(x)-\lambda x$, for $x \in B_{r}$ and $\lambda \in[0,1]$, we easily find that $h_{\lambda}(x) \neq 0, \forall x \in \partial B_{r}$. In fact $\|\phi(x)\| \geq r$ for all $x \in \partial B_{r}$, while $\|\lambda x\|<r$ for all $x \in \partial B_{r}$ and $0 \leq \lambda<1$. By the homotopic invariance of the topological degree, we have $\operatorname{deg}\left(\phi-I d, \Omega_{r}, 0\right)=\operatorname{deg}\left(\phi, \Omega_{r}, 0\right) \neq 0$ and thus we conclude that there exists $\tilde{x} \in \Omega_{r}$ such that $\phi(\tilde{x})-\tilde{x}=0$. Hence, in any case, there exists a fixed point for $\phi$ in $B_{r}$.

Notice that from the assumption $\phi\left(\partial B_{r}\right) \subseteq \mathbb{R}^{N} \backslash \Omega_{r}$ it follows that

$$
\operatorname{deg}\left(\phi, \Omega_{r}, 0\right)=\operatorname{deg}\left(\phi, \Omega_{r}, P\right), \quad \forall P \in \Omega_{r} .
$$

Indeed, for every $P \in \Omega_{r}$ the homotopy

$$
h_{\lambda}(x):=\phi(x)-\lambda P, \quad \lambda \in[0,1]
$$

is admissible (i.e., the sets of zeros of $h_{\lambda}$ in $B_{r}$ is contained in $\Omega_{r}$ ). By the same argument we can also prove that the degree condition on $\phi$ implies

$$
\begin{equation*}
\phi\left(B_{r}\right) \supseteq B_{r} \tag{4}
\end{equation*}
$$

and then we can say that Dolcher's theorem provides an example of a covering relation for continuous maps (not necessarily homeomorphisms) which is accompanied by the existence of fixed points. To check (4), let us consider an arbitrary point $P \in B_{r}$. If $P \in \Omega_{r}$, it holds that $\operatorname{deg}\left(\phi, \Omega_{r}, P\right) \neq 0$ and therefore $P \in \phi\left(\Omega_{r}\right)$. Hence, we can suppose $P \in \partial B_{r}$. If $P \in \phi\left(\partial B_{r}\right)$, we are done. Otherwise, the whole segment $[0, P]=\{\lambda P: 0 \leq \lambda \leq 1\}$ is disjoint from $\phi\left(\partial B_{r}\right)$ and we can conclude as before by the same homotopy $h_{\lambda}$.

### 2.4. Remarks on the nonexistence of fixed points

In this section we show, by means of some examples, that the hypotheses of Dolcher's theorem are sharp.

First of all, we observe that there is a clear asymmetry in the statements of Theorem 2.1 and Theorem 2.9 due to the additional degree condition in the latter result. One can provide simple cases of nonexistence of fixed points if the degree hypothesis is not satisfied while $\phi\left(\partial B_{r}\right) \cap \Omega_{r}=\emptyset$ holds. An example is already described in [36, Remark 3] (see also [2, Example 1] for a different context) and the function involved is any translation of the form $\phi: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$, $\phi(x):=x+\vec{v}$, with $\|\vec{v}\| \geq 2 r$. In this situation it is evident that the degree condition fails. Moreover $\phi$ is a homeomorphism with $\phi\left(B_{r}\right) \cap \Omega_{r}=\emptyset$ and also the covering relation in Theorem 2.5 fails. So, it could be interesting to provide an example in which a covering relation as (4) is satisfied with zero degree.

A possible step in this direction can be described as follows. Let $\mathcal{A}:=$ $[-1,1]^{2}$ be the unit square in $\mathbb{R}^{2}$ and let

$$
\mathcal{B}:=([-6,6] \times[-2,10]) \backslash(]-2,2[\times] 2,6[)
$$

be an annular region containing $\mathcal{A}$ in its interior. We define a continuous $\operatorname{map} \phi: \mathcal{A} \rightarrow \phi(\mathcal{A})=\mathcal{B}$ by gluing together three homeomorphisms $g_{1}, g_{2}, g_{3}$ defined as follows. The (continuous) map $g_{1}$ is defined on the rectangle $\mathcal{A}_{1}:=$ $[-1,-1 / 3] \times[-2,2]$ and maps its domain homeomorphically onto the plurirectangle $\mathcal{B}_{1}:=([0,6] \times[-2,2]) \cup([2,6] \times[-2,10])$. It is possible to define $g_{1}$ in such a way that the part of the boundary $\partial \mathcal{A} \cap \partial \mathcal{A}_{1}$ is transformed onto $\partial \mathcal{B}_{1} \backslash(\{2\} \times] 6,10[)$. In a symmetric manner, we define the (continuous) map $g_{3}$ as a homeomorphism of the rectangle $\mathcal{A}_{3}:=[1 / 3,1] \times[-2,2]$ onto the pluri-rectangle $\mathcal{B}_{3}:=([-6,0] \times[-2,2]) \cup([-6,-2] \times[-2,10])$. Analogously, $g_{3}$ is such that the part of the boundary $\partial \mathcal{A} \cap \partial \mathcal{A}_{3}$ is transformed onto $\partial \mathcal{B}_{3} \backslash$ $(\{-2\} \times] 6,10[)$. Finally, the (continuous) map $g_{2}$ is defined on the rectangle $\mathcal{A}_{2}:=[-1 / 3,1 / 3] \times[-2,2]$ and maps its domain homeomorphically onto the
square $\mathcal{B}_{2}:=[-2,2] \times[6,10]$. We define $g_{2}$ in such a way that the part of the boundary $\partial \mathcal{A} \cap \partial \mathcal{A}_{2}$ is transformed onto $\partial \mathcal{B} \cap \partial \mathcal{B}_{2}$. The geometric construction for the resulting piecewise homeomorphism is sketched in Figure 1.


Figure 1: Action of the map $\phi$ defined on the square $\mathcal{A}$ onto the annular region $\mathcal{B}$.
If the $g_{i}$ 's are glued together correctly, a continuous function $\phi$ such that $\phi(\mathcal{A})=\mathcal{B} \supseteq \mathcal{A}$ can be exhibited. Moreover $\phi(x) \neq x$, for each $x \in \mathcal{A}$, since $g_{i}\left(\mathcal{A}_{i}\right) \cap \mathcal{A}_{i}=\emptyset$ for $i \in\{1,2,3\}$. We also have $\operatorname{deg}(\phi, \operatorname{int} \mathcal{A}, 0)=0$. Indeed, while a point $P$ moves on the boundary of $\mathcal{A}$ in the counterclockwise sense, its image $\phi(P)$ makes a loop along $\partial B \cup \Gamma$, where $\Gamma:=\{0\} \times[-2,2]$. In fact, the point $\phi(P)$ moves on the vertical segment twice in opposite directions.

The example above, even if it goes well with regard to the properties of covering, is not suitable in the context of Dolcher's theorem, because of the nonempty intersection $\phi(\partial \mathcal{A}) \cap \mathcal{A}=\Gamma$. Therefore, we provide a more elaborate construction of a continuous map which expands a smaller disk to a larger concentric one, it sends the boundary onto the boundary, but it has no fixed points. In this way, the following result holds.

Proposition 2.10. For $N \geq 2$ and given $0<r<R$, there exists a continuous map $\phi: B_{r} \rightarrow B_{R}$ satisfying

$$
\begin{equation*}
\phi\left(B_{r}\right)=B_{R}, \quad \phi\left(\partial B_{r}\right)=\partial B_{R} \tag{5}
\end{equation*}
$$

and without fixed points.
Proof. We start by proving the claim for $N=2$. The trick of the proof is to find two rectangles

$$
\begin{equation*}
\mathcal{R}:=\left[-a_{0}, a_{0}\right] \times\left[-b_{0}, b_{0}\right], \quad \mathcal{R}^{\prime}:=\left[-a_{1}, a_{1}\right] \times\left[-b_{1}, b_{1}\right], \tag{6}
\end{equation*}
$$

with

$$
\begin{equation*}
0<b_{0}<a_{0} \quad \text { and } \quad a_{1}=k a_{0}, b_{1}=k b_{0}, \quad \text { for some } k>1 \tag{7}
\end{equation*}
$$

and define a continuous map $f: \mathcal{R} \rightarrow \mathbb{R}^{2}$ (actually a piecewise homeomorphism) such that

- $f(\mathcal{R})=\mathcal{R}^{\prime}$,
- $f(p) \neq p, \forall p \in \mathcal{R}$,
- $f(\partial \mathcal{R}) \subseteq \mathbb{R}^{2} \backslash \mathcal{R}$,
- $\{t \vec{v}: t>0\} \cap f(\partial \mathcal{R}) \neq \emptyset, \forall \vec{v} \in S^{1}$.

The rectangle $\mathcal{R}$ is the closed unit disc for the norm

$$
\|\mid(x, y)\| \|=\max \left\{|x| / a_{0},|y| / b_{0}\right\}
$$

and, consequently, $\mathcal{R}^{\prime}=\left\{z \in \mathbb{R}^{2}:\| \| z\| \| \leq k\right\}$. Once we have introduced the map $f$, we can define $\phi_{0}: B_{1} \rightarrow B_{k}$ as

$$
\phi_{0}(z):=h^{-1}(f(h(z))), \quad \forall z \in B_{1}
$$

where $h: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is the homeomorphism such that

$$
h(z):= \begin{cases}\frac{\|z\|}{\|z\| \|} z & \text { for } z \neq 0 \\ 0 & \text { for } z=0\end{cases}
$$

The continuous function $\phi_{0}$ maps $B_{1}$ onto $B_{k}$, with $\phi_{0}\left(\partial B_{1}\right) \subseteq \mathbb{R}^{2} \backslash B_{1}$ and, moreover, any half-ray from the origin meets $\phi_{0}\left(\partial B_{1}\right)$. Now, we take $\left.\delta \in\right] 1, k[$ such that $\phi_{0}\left(\partial B_{1}\right) \subseteq \mathbb{R}^{2} \backslash B_{\delta}$ and define

$$
\phi_{1}:=P_{\delta} \circ \phi_{0}
$$

where $P_{\delta}$ is the projection of $\mathbb{R}^{2}$ onto $B_{\delta}$. In this manner, we have a fixed point free continuous map $\phi_{1}$ of $B_{1}$ onto $B_{\delta}$ such that $\phi_{1}\left(\partial B_{1}\right)=\partial B_{\delta}$. The definition of the map $\phi: B_{r} \rightarrow B_{R}$ immediately follows from that of $\phi_{1}: B_{1} \rightarrow B_{\delta}$, by a suitable rescaling.

With this in mind, our problem reduces to the construction contained in the following example.

Example 2.11. We define $f$ with respect to the rectangles $\mathcal{R}$ and $\mathcal{R}^{\prime}$ defined as in (6)-(7) with

$$
a_{0}:=6, \quad b_{0}:=2, \quad k:=2
$$

We evenly divide the rectangle $\mathcal{R}$ into six closed sub-rectangles $\mathcal{R}_{1}, \ldots, \mathcal{R}_{6}$, as described in Figure 2.


Figure 2: Subdivision of the rectangle $\mathcal{R}$. We have denoted by $\mathcal{R}_{s}:=\mathcal{R}_{1} \cup \mathcal{R}_{2} \cup \mathcal{R}_{3}=$ $[-6,0] \times[-2,2]$ the left half of $\mathcal{R}$ and, analogously, by $\mathcal{R}_{d}$ its right hand half.

On each rectangle $\mathcal{R}_{i}$ we define a continuous map $g_{i}$, which is indeed a homeomorphism of $\mathcal{R}_{i}$ onto $g_{i}\left(\mathcal{R}_{i}\right)=: \mathcal{R}_{i}^{\prime}$.

First of all, we introduce the map $g_{s}: \mathcal{R}_{s} \rightarrow \mathcal{R}_{1}^{\prime}:=[-2,12] \times[-4,4]$ which is obtained by the gluing of the continuous maps $g_{1}, g_{2}, g_{3}$. In a symmetric manner, one defines a continuous map $g_{d}: \mathcal{R}_{d} \rightarrow \mathcal{R}_{6}^{\prime}:=[-12,2] \times[-4,4]$ and, finally $f$ is the result of the pasting lemma applied to $g_{s}$ and $g_{d}$. At each step, we carefully avoid the presence of fixed points.

The map $g_{1}:[-6,-4] \times[-2,2]=: \mathcal{R}_{1} \rightarrow g_{1}\left(\mathcal{R}_{1}\right)=\mathcal{R}_{1}^{\prime}$ is defined as

$$
g_{1}(x, y):=(-7 x-30,2 y)
$$

The sides $\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}$ of $\mathcal{R}_{1}$ are mapped by $g_{1}$ onto the sides $\ell_{1}^{\prime}, \ell_{2}^{\prime}, \ell_{3}^{\prime}, \ell_{4}^{\prime}$ of $\mathcal{R}_{1}^{\prime}$ as in Figure 3. By construction, $g_{1}(p) \neq p$, for each $p \in \mathcal{R}_{1}$.

The map $g_{2}$ transforms the rectangle $\mathcal{R}_{2}:=[-4,-2] \times[-2,2]$ onto a Jordan domain $\mathcal{R}_{2}^{\prime}$ which is bounded by a simple closed curve that we describe as follows.
We denote by $\ell_{5}, \ell_{6}, \ell_{7}, \ell_{8}$ the sides of $\mathcal{R}_{2}$ (traversed counterclockwise) and by $\ell_{i}^{\prime}:=g_{2}\left(\ell_{i}\right)$ their images (which are traversed in a counterclockwise manner, too). With this notation, first of all, we impose that

$$
g_{2}(z)=g_{1}(z), \quad \forall z \in \ell_{3}=\ell_{5}=\mathcal{R}_{1} \cap \mathcal{R}_{2}
$$

In order to properly define $g_{2}$, it is important to notice that a point which moves in the up down direction along the segment $\ell_{5}$ is transformed by $g_{1}$ to a point which moves in the same direction along the segment $\ell_{5}^{\prime}$.
Next, we take as $\ell_{7}^{\prime}$ the segment $\{11\} \times[5 / 2,3]$ and, finally, we take as $\ell_{6}^{\prime}$ and $\ell_{8}^{\prime}$ two simple arcs contained in $\mathcal{R}_{1}^{\prime} \backslash \mathcal{R}$. A possible choice of $\ell_{6}^{\prime}$ is given by an arc of cubic with $(-2,-4)$ and $(11,5 / 2)$ as endpoints and passing through $(0,7 / 2)$


Figure 3: Transformation of the sub-rectangle $\mathcal{R}_{1}$ onto $\mathcal{R}_{1}^{\prime}$ by $g_{1}$. The part of the boundary of $\mathcal{R}_{1}$ given by $\ell_{4} \ell_{1} \ell_{2}$ (traversed counterclockwise) is transformed into $\ell_{4}^{\prime} \ell_{1}^{\prime} \ell_{2}^{\prime}$ (in the clockwise sense).
and $(13 / 2,-2)$. For $\ell_{8}^{\prime}$ we have taken an arc of hyperbola with endpoints $(11,3)$ and $(-2,4)$ and passing through $(6,7 / 2)$. The specific definition of $g_{2}$ is given by

$$
g_{2}(x, y):=\left(\frac{13}{2} x+24, \frac{2-y}{4} h_{1}\left(\frac{13}{2} x+24\right)+\frac{2+y}{4} h_{2}\left(\frac{13}{2} x+24\right)\right)
$$

where

$$
\begin{aligned}
& h_{1}(x):=-\frac{7}{2}+\frac{1685}{9724} x-\frac{265}{9724} x^{2}+\frac{27}{4862} x^{3} \\
& h_{2}(x):=\frac{\sqrt{31678-859 x-29 x^{2}}}{4 \sqrt{130}}
\end{aligned}
$$

In Figure 4 we show $\mathcal{R}_{2}$ and its image $\mathcal{R}_{2}^{\prime}$. The map $g_{2}$ is a homeomorphism. Moreover, $\mathcal{R}_{2} \cap \mathcal{R}_{2}^{\prime}=\ell_{7}$ and $g_{2}\left(\ell_{7}\right)=\ell_{7}^{\prime} \cap \ell_{7}=\emptyset$. Hence, also $g_{2}$ is fixed point free.

The map $g_{3}:[-2,0] \times[-2,2]=: \mathcal{R}_{3} \rightarrow g_{3}\left(\mathcal{R}_{3}\right)=\mathcal{R}_{3}^{\prime}:=[0,11] \times[5 / 2,3]$ is defined as

$$
g_{3}(x, y):=\left(-\frac{11}{2} x, \frac{1}{8} y+\frac{11}{4}\right) .
$$

The sides $\ell_{9}, \ell_{10}, \ell_{11}, \ell_{12}$ of $\mathcal{R}_{3}$ are mapped by $g_{3}$ onto the sides $\ell_{9}^{\prime}, \ell_{10}^{\prime}, \ell_{11}^{\prime}, \ell_{12}^{\prime}$


Figure 4: Transformation of the sub-rectangle $\mathcal{R}_{2}$ onto $\mathcal{R}_{2}^{\prime}$ by $g_{2}$.
of $\mathcal{R}_{3}^{\prime}$ as in Figure 5. By construction,

$$
g_{2}(z)=g_{3}(z), \quad \forall z \in \ell_{7}=\ell_{9}=\mathcal{R}_{2} \cap \mathcal{R}_{3}
$$

and, moreover, $g_{3}(p) \neq p$, for each $p \in \mathcal{R}_{3}$.
Gluing together $g_{1}, g_{2}, g_{3}$ we obtain the map

$$
g_{s}(x, y):= \begin{cases}g_{1}(x, y) & \text { for }-6 \leq x<-4 \\ g_{2}(x, y) & \text { for }-4 \leq x<-2 \\ g_{3}(x, y) & \text { for }-2 \leq x \leq 0\end{cases}
$$

which maps the rectangle $\mathcal{R}_{s}=[-6,0] \times[-2,2]$ onto $\mathcal{R}_{1}^{\prime}$.
Using the symmetry $S_{x}:(x, y) \mapsto(-x, y)$, we can define the continuous $\operatorname{map} g_{d}: \mathcal{R}_{d} \rightarrow \mathcal{R}_{6}^{\prime}$ as

$$
g_{d}(z):=S_{x}\left(g_{s}\left(S_{x}(z)\right)\right), \quad \forall z \in \mathcal{R}_{d}=[0,6] \times[-2,2]
$$

and then

$$
f(z):= \begin{cases}g_{s}(z) & \text { for } z \in \mathcal{R}_{s} \\ g_{d}(z) & \text { for } z \in \mathcal{R}_{d}\end{cases}
$$

See Figure 6 for a visualization of deformation of $\mathcal{R}$ through the final map.
At this point it is easy to check that $f$ maps continuously $\mathcal{R}$ onto $\mathcal{R}^{\prime}$, without fixed points and with $f(\partial \mathcal{R})$ a loop external to $\mathcal{R}$ which intersects any ray starting from the origin.


Figure 5: Transformation of the sub-rectangle $\mathcal{R}_{3}$ onto $\mathcal{R}_{3}^{\prime}$ by $g_{3}$. The boundary of $\mathcal{R}_{3}$ given by $\ell_{9} \ell_{10} \ell_{11} \ell_{12}$ (traversed counterclockwise) is transformed into $\ell_{9}^{\prime} \ell_{10}^{\prime} \ell_{11}^{\prime} \ell_{12}^{\prime}$ (in the clockwise sense).

This example concludes the proof for $N=2$ and now we consider an arbitrary dimension $N \geq 3$.

Applying Proposition 2.10 for $N=2$ and the $\|\cdot\|_{\infty}$-norm, there exists a continuous and surjective planar map

$$
\psi:[-r, r]^{2} \rightarrow[-R, R]^{2} \quad \text { with } \quad \psi\left(x_{1}, x_{2}\right)=\left(\psi_{1}\left(x_{1}, x_{2}\right), \psi_{2}\left(x_{1}, x_{2}\right)\right)
$$

without fixed points and such that $\psi\left(\partial[-r, r]^{2}\right)=\partial[-R, R]^{2}$. Next, we define $\Psi:[-r, r]^{N} \rightarrow[-R, R]^{N}$ by

$$
\Psi\left(x_{1}, x_{2}, x_{3}, \ldots, x_{N}\right):=\left(\psi_{1}\left(x_{1}, x_{2}\right), \psi_{2}\left(x_{1}, x_{2}\right), \frac{R}{r} x_{3}, \ldots, \frac{R}{r} x_{N}\right) .
$$

Clearly, also $\Psi$ is continuous, surjective, without fixed points and maps the boundary onto the boundary. Finally, we set

$$
\phi(z):=h^{-1}(\Psi(h(z))), \quad \forall z \in B_{r}
$$

where $h: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ is the homeomorphism defined by

$$
h(z):= \begin{cases}\frac{\|z\|}{\|z\|_{\infty}} z & \text { for } z \neq 0 \\ 0 & \text { for } z=0\end{cases}
$$

This concludes our proof.
REmARK 2.12. With the same approach, one can obtain a version of Proposition 2.10 in the case $r=R$, for a continuous map $\phi$ satisfying (5) and such


Figure 6: Action of the map $f$ on $\mathcal{R}$.
that $\phi(z) \neq z$ for each $z \in \Omega_{r}$. With this respect, it may be interesting to recall a result by Brown and Greene [12, Theorem 1] where it is proved (for $N=2$ and the Euclidean norm) that given a continuous map $f: \partial B_{r} \rightarrow \partial B_{r}$ with at least one fixed point, there exists a continuous map $\phi: B_{r} \rightarrow B_{r}$ which extends $f$ and without fixed points on $\Omega_{r}$. One can also see that if $f$ is surjective, then $\phi$ is surjective, too.

In the two-dimensional case (which was the original setting in [17]) our construction can be used to provide a counterexample to Theorem 2.5 for maps which are only continuous when the second instance in (2) holds.

Proposition 2.13. Let $C \subseteq \mathbb{R}^{2}$ be a 2-dimensional cell. There exists a continuous map $\psi: C \rightarrow \psi(C)=: D$, where $D \subseteq \mathbb{R}^{2}$ is a 2-dimensional cell such that $C \subseteq \operatorname{int} D$ and $\psi(\partial C)=\partial D$, with $\psi(z) \neq z, \forall z \in C$.

Proof. Let $C \subseteq \mathbb{R}^{2}$ be a 2-dimensional cell and let $h: C \rightarrow h(C)=B_{1}$ be a homeomorphism, which exists by definition and is such that $h(\partial C)=\partial B_{1}$. Using the Schoenflies theorem (see [39]) we extend $h$ to a homeomorphism $\tilde{h}$ of the whole plane. Let $\phi: B_{1} \rightarrow B_{2}$ be a continuous map as in Proposition 2.10 for $r=1$ and $R=2$. Taking $\psi:=\tilde{h}^{-1} \circ \phi \circ \tilde{h}$ and $D:=\tilde{h}^{-1}\left(B_{2}\right)$, we achieve the thesis.

## 3. Compressive/expansive maps

The search of fixed points for continuous maps which have, at the same time, a compressive and an expansive property is a field of research which has gradually attracted increasing interest in recent years. Besides that there be an intrinsic interest for this type of problems (see [18, 26, 27, 33]), motivations come from the study of Markov partitions and their generalizations (see [52]), as well as from the researches about topological horseshoes [13, 19, 20]. Another natural motivation comes from the search of periodic solutions for nonautonomous differential systems which are dissipative only with respect to some components of the phase space (see [2] and the references therein, as well as [1, 3, 25]).

The study of this type of maps leads to consider, as in [52], some generalized rectangles which are homeomorphic to the product of two closed balls whose dimensions correspond to the dimensions of the compressive and expansive directions, respectively. More formally, we consider two nonnegative integers $u=u(N)$ and $s=s(N)$ with $u+s=N$ and decompose the vector space $\mathbb{R}^{N}$ as $\mathbb{R}^{u} \times \mathbb{R}^{s}$, with the canonical projections

$$
p_{u}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{u}, p_{u}(x, y)=x, p_{s}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{s}, p_{s}(x, y)=y
$$

with $x \in \mathbb{R}^{u}$ and $y \in \mathbb{R}^{s}$. We denote by $\|\cdot\|_{u}$ and $\|\cdot\|_{s}$ two norms in $\mathbb{R}^{u}$ and $\mathbb{R}^{s}$, respectively, which are inherited by a given norm $\|\cdot\|$ in $\mathbb{R}^{N}$. In other words, we set $\|x\|_{u}:=\|(x, 0)\|$ and $\|y\|_{s}:=\|(0, y)\|$. In the sequel, we'll avoid to indicate the subscripts $u, s$ when there is no possibility of misunderstanding. Then we introduce a compact set

$$
\mathcal{R}[a, b]:=B_{a}^{u} \times B_{b}^{s}=\left\{(x, y) \in \mathbb{R}^{u} \times \mathbb{R}^{s}:\|x\|_{u} \leq a,\|y\|_{s} \leq b\right\}
$$

where $a, b>0$ are fixed real numbers. Let $\phi: \mathcal{R}[a, b] \rightarrow \mathbb{R}^{N}$ be a continuous map. We want to think of the number $u$ as a dimension for which the map is expansive and $s$ as a dimension for which the map is compressive, in analogy to the case of the unstable and stable manifolds for the saddle points. For this reason, it is convenient to split $\phi$ as

$$
\phi(x, y)=\left(\phi_{u}(x, y), \phi_{s}(x, y)\right), \quad \text { with } \phi_{u}: \mathcal{R}[a, b] \rightarrow \mathbb{R}^{u}, \phi_{s}: \mathcal{R}[a, b] \rightarrow \mathbb{R}^{s}
$$

defined as $\phi_{u}:=p_{u} \circ \phi$ and $\phi_{s}:=p_{s} \circ \phi$. At this point, a natural approach is to consider the conditions of the theorem of Brouwer (or the Rothe's one) in the compressive direction $s(N)$ and those of the theorem of Dolcher in the expansive direction $u(N)$. This leads to the following result previously considered in [36, Corollary 1], [41, Lemma 1.1], where we denote by $\Omega_{a}^{u}=\left\{x \in \mathbb{R}^{u}:\|x\|<a\right\}$ and $\Omega_{b}^{s}=\left\{y \in \mathbb{R}^{s}:\|y\|<b\right\}$ the interiors of the balls $B_{a}^{u}$ and $B_{b}^{s}$, respectively.
THEOREM 3.1. Let $u \geq 1$ and let $\phi=\left(\phi_{u}, \phi_{s}\right): \mathcal{R}[a, b] \rightarrow \mathbb{R}^{N}$ be a continuous map such that

$$
\begin{equation*}
\phi_{u}\left(\partial B_{a}^{u} \times B_{b}^{s}\right) \subseteq \mathbb{R}^{u} \backslash \Omega_{a}^{u}, \quad \phi_{s}\left(B_{a}^{u} \times \partial B_{b}^{s}\right) \subseteq B_{b}^{s} \tag{8}
\end{equation*}
$$

Suppose moreover that $\operatorname{deg}\left(\phi_{u}(\cdot, 0), \Omega_{a}^{u}, 0\right) \neq 0$. Then there exists $\tilde{z} \in \mathcal{R}[a, b]$ such that $\phi(\tilde{z})=\tilde{z}$.

Proof. We combine the proof of Theorem 2.9 with a classical degree argument for the Brouwer fixed point theorem. If there is already a fixed point on the boundary of $\mathcal{R}[a, b]$, we are done. Hence, we suppose that $z \neq \phi(z)$ for all $z \in \partial \mathcal{R}[a, b]$, so that the degree $\operatorname{deg}\left(I d-\phi, \Omega_{a}^{u} \times \Omega_{b}^{s}, 0\right)$ is well defined. Next, we consider the homotopy

$$
(z, \lambda) \mapsto h_{\lambda}(z):=\left(\lambda x-\phi_{u}(x, \lambda y), y-\lambda \phi_{s}(x, y)\right)
$$

for $z=(x, y)$ and $\lambda \in[0,1]$. In order to prove that the homotopy is admissible on $\mathcal{R}[a, b]$ (that is $h_{\lambda}(z) \neq 0$ for each $z \in \partial \mathcal{R}[a, b]$ and $\left.\lambda \in[0,1]\right)$ it is sufficient to check that there are no solutions of the system

$$
\left\{\begin{array}{l}
\phi_{u}(x, \lambda y)=\lambda x \\
y=\lambda \phi_{s}(x, y)
\end{array} \quad \forall \lambda \in[0,1[\text { and } z=(x, y) \in \partial \mathcal{R}[a, b]\right.
$$

If $(x, y) \in\left(\partial \Omega_{a}^{u}\right) \times B_{b}^{s}$, then also $(x, \lambda y) \in\left(\partial \Omega_{a}^{u}\right) \times B_{b}^{s}$ and hence $\left\|\phi_{u}(x, \lambda y)\right\| \geq$ $a>\|\lambda x\|$, so that the first equation in the system has no solutions. If $(x, y) \in$ $B_{a}^{u} \times\left(\partial \Omega_{b}^{s}\right)$, then $\left\|\lambda \phi_{s}(x, y)\right\|<b=\|y\|$, so that the second equation in the system has no solutions. By the homotopic invariance of the topological degree we obtain

$$
\begin{aligned}
\operatorname{deg}\left(I d-\phi, \Omega_{a}^{u} \times \Omega_{b}^{s}, 0\right) & =\operatorname{deg}\left(\left(-\phi_{u}(\cdot, 0),\left.I d\right|_{\mathbb{R}^{s}}\right), \Omega_{a}^{u} \times \Omega_{b}^{s}, 0\right) \\
& =(-1)^{u} \operatorname{deg}\left(\phi_{u}(\cdot, 0), \Omega_{a}^{u}, 0\right) \neq 0
\end{aligned}
$$

and thus we conclude that there exists a $\tilde{z} \in \Omega_{a}^{u} \times \Omega_{b}^{s}=\operatorname{int}(\mathcal{R}[a, b])$ such that $\tilde{z}-\phi(\tilde{z})=0$. Hence, in any case, there exists a fixed point for $\phi$ in $\mathcal{R}[a, b]$.

We have considered the case $u=u(N) \geq 1$, since for $u=0$ the result reduces to Rothe fixed point theorem. On the other hand, Theorem 3.1 reduces to Theorem 2.9 for $u=N$. We refer to [52] and [41] for variants of Theorem 3.1 and we also recommend [36] for recent extensions as well as connections with Poincaré-Miranda theorem.

It may be interesting to investigate whether the assumptions of Theorem 2.9 imply a covering relation analogous to (4) for the expansive component. In fact, we prove the following.

Proposition 3.2. In the setting of Theorem 2.9 the inclusion

$$
\begin{equation*}
\phi_{u}\left(B_{a}^{u} \times\{y\}\right) \supseteq B_{a}^{u}, \quad \forall y \in B_{b}^{s} \tag{9}
\end{equation*}
$$

holds.

Proof. Let $y \in B_{b}^{s}$ be fixed and let $P \in B_{a}^{u}$. We claim that there exists $x \in B_{a}^{u}$ such that the equation $\phi_{u}(x, y)=P$ has a solution. If there exists $\tilde{x} \in \partial B_{a}^{u}$ with $\phi_{u}(\tilde{x}, y)=P$, we are done. Otherwise, $\phi_{u}(x, y) \neq P, \forall x \in \partial B_{a}^{u}$ and thus the degree $\operatorname{deg}\left(\phi_{u}(\cdot, y), \Omega_{a}^{u}, 0\right)$ is defined. For $\lambda \in\left[0,1\left[\right.\right.$ and $x \in \partial B_{a}^{u}$ we have (by the second condition in (8)) $\left\|\phi_{u}(x, \lambda y)\right\| \geq a>\lambda a \geq\|\lambda P\|$. Hence the homotopy $h_{\lambda}(x):=\phi_{u}(x, \lambda y)-\lambda P$, for $\lambda \in[0,1]$ and $x \in B_{a}^{u}$, is admissible. Therefore,

$$
\begin{aligned}
& \operatorname{deg}\left(\phi_{u}(\cdot, y)-P, \Omega_{a}^{u}, 0\right)=\operatorname{deg}\left(h_{1}, \Omega_{a}^{u}, 0\right) \\
& =\operatorname{deg}\left(h_{0}, \Omega_{a}^{u}, 0\right)=\operatorname{deg}\left(\phi_{u}(\cdot, 0), \Omega_{a}^{u}, 0\right) \neq 0
\end{aligned}
$$

and thus the equation $\phi_{u}(x, y)=P$ has a solution with $x \in \Omega_{a}^{u}$. In any case, $P$ is the image through $\phi_{u}(\cdot, y)$ of some point in $B_{a}^{u}$.

The examples in Section 2.4 can be easily adapted to the context of Theorem 2.9. In particular, one can provide examples of continuous maps satisfying (8) and (9), but without fixed points in $\mathcal{R}[a, b]$.

An application of Theorem 3.1 to ordinary differential equations can be described as follows.

Let $F: \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ be a continuous vector field such that, for some $T>0$,

$$
F(t+T, w)=F(t, w), \quad \forall t \in \mathbb{R}, \forall w \in \mathbb{R}^{N}
$$

Let $\mathcal{D} \subseteq \mathbb{R}^{N}$ be a nonempty set such that for each $w \in \mathcal{D}$ there is a unique solution of the Cauchy problem

$$
\left\{\begin{array}{l}
\zeta^{\prime}=F(t, \zeta) \\
\zeta(0)=w
\end{array}\right.
$$

which is defined on $[0, T]$. We denote such a solution by $\zeta(\cdot, w)$. The fundamental theory of ODEs ensures that the Poincaré map

$$
\Psi: \mathcal{D} \rightarrow \mathbb{R}^{N}, \quad \Psi(w):=\zeta(T, w)
$$

is continuous, actually a homeomorphism of $\mathcal{D}$ onto $\Psi(\mathcal{D})$. The existence of a $T$-periodic solution $\zeta(t)$ for system

$$
\begin{equation*}
\zeta^{\prime}=F(t, \zeta) \tag{10}
\end{equation*}
$$

with $\zeta(0) \in \mathcal{D}$ is equivalent to the existence of a fixed point (in $\mathcal{D}$ ) for the map $\Psi$. In this context, every time we are in the presence of a flow induced by (10) which possesses an expansive property on the first $j(1 \leq j \leq N)$ components and it has a compressive property on the remaining $k:=N-j$ components, we can enter into the scheme of Theorem 3.1 with $u=u(N)=j$ and $s=s(N)=k$.

In particular, the condition on the degree may be replaced by a more simple one to control, by adequately exploiting the properties of Poincaré map. In this manner, we obtain the following result where, for notational convenience, we represent a solution $\zeta(t)$ of (10) as

$$
\zeta(t)=(E(t), C(t))
$$

with

$$
E(t):=\left(\zeta_{1}(t), \ldots, \zeta_{j}(t)\right) \in \mathbb{R}^{j}, C(t):=\left(\zeta_{j+1}(t), \ldots, \zeta_{N}(t)\right) \in \mathbb{R}^{k}
$$

Similarly, we write $\zeta(t, w)$ as $(E(t, w), C(t, w))$, with reference to an initial value problem with $\zeta(0)=w$.
Corollary 3.3. Suppose there exists two positive real numbers $a, b$ such that $\mathcal{R}[a, b] \subseteq \mathcal{D}$ and, moreover, for each $w=(x, y) \in \mathcal{R}[a, b]$, we have:
$\left(i_{1}\right) \quad\|x\|=a,\|y\| \leq b \Longrightarrow\|E(T, w)\| \geq a$,
$\left(i_{2}\right) \quad\|x\| \leq a,\|y\|=b \Longrightarrow\|C(T, w)\| \leq b$,
$\left.\left(i_{3}\right) \quad\|x\|=a, y=0 \Longrightarrow\|E(t, w)\|>0, \quad \forall t \in\right] 0, T[$.
Then system (10) has a T-periodic solution $\zeta(t)$ with $\zeta(0) \in \mathcal{R}[a, b]$.
Proof. As previously observed, we consider the case $u=j, s=N-j$ and we apply Theorem 3.1 to the map $\phi:=\Psi$, by the obvious decomposition $\phi_{u}(w):=E(T, w), \phi_{s}(w):=C(T, w)$, for $w=(x, y)$. With this notation, it is immediate to check that the two assumptions in (8) follow from ( $i_{2}$ ) and ( $i_{1}$ ), respectively. Condition $\left(i_{3}\right)$ implies $E(\lambda T,(x, 0)) \neq 0$ for every $x \in \partial \Omega_{a}^{u}$, for all $\lambda \in] 0,1\left[\right.$. Moreover, $E(\lambda T,(x, 0)) \neq 0$ for $\lambda=1$ (by $\left(i_{1}\right)$ ). For $x \in \partial \Omega_{a}^{u}$, also $E(\lambda T,(x, 0)) \neq 0$ for $\lambda=0$. In fact, $\zeta(0,(x, 0))=(x, 0)$ and hence $E(0,(x, 0))=$ $x$. We have thus verified that the homotopy $(x, \lambda) \mapsto h_{\lambda}(x):=E(\lambda T,(x, 0))$, is admissible on $B_{a}^{u}$. Hence

$$
\operatorname{deg}\left(\phi_{u}(\cdot, 0), \Omega_{a}^{u}, 0\right)=\operatorname{deg}\left(h_{1}, \Omega_{a}^{u}, 0\right)=\operatorname{deg}\left(h_{0}, \Omega_{a}^{u}, 0\right)=\operatorname{deg}\left(\left.I d\right|_{\mathbb{R}^{j}}, \Omega_{a}^{u}, 0\right)=1
$$

and so the degree condition in Theorem 3.1 is satisfied. We conclude that there exists a fixed point for $\Psi$ in $\mathcal{R}[a, b]$ that is a $T$-periodic solution $\zeta(t)$ of (10) with $\zeta(0) \in \mathcal{R}[a, b]$.

REMARK 3.4. Corollary 3.3 is contained (in a slightly different form) in [2], which, in turn, is based on the continuation theorems developed in [14]. The assumptions $\left(i_{1}\right),\left(i_{2}\right),\left(i_{3}\right)$ are meaningful independently from the fact that they refer to the components of a Poincaré map. From this point of view, an abstract version of this result concerning the search of fixed points for multivalued maps depending on a parameter $t \in[0, T]$ has been obtained in [3, Theorem 3] and [1, Lemma 3.3, Theorem 3.4]. Applications to differential inclusions have been proposed in [1, 3], as well.
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# An analysis of the Stokes system with pressure dependent viscosity 

Eduard Marušić-Paloka


#### Abstract

In this paper we study the existence and uniqueness of the solution of the Stokes system, describing the flow of a viscous fluid, in case of pressure dependent viscosity.
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## 1. Introduction

In his classical paper from 1848 [22] Stokes predicted that the viscosity of the fluid can depend on the pressure. Those effects for various liquids have been measured in many engineering papers, starting from the beginning of the 20th century (see e.g. [1, 2, 10, 13, 15] etc.). That effect is usually neglected as it becomes important only in case of high pressure. Several models have been used to describe that relation since. The most popular is probably the exponential law

$$
\begin{equation*}
\mu=\mu_{0} \exp (\alpha p) \tag{1}
\end{equation*}
$$

usually called the Barus formula [1]. Here $\mu_{0}$ and $\alpha$ are the constants depending on the fluid. The formula seems to be reasonable for mineral oil, unless the pressure is very high (larger then 0.5 MPa ). The coefficient $\alpha$ typically ranges between 1 and $10^{-8} \mathrm{~Pa}^{-1}$. The lower end of the range corresponding to paraffinic and the upper end to the nephtenic oils (see Jones et al [14]). That formula is frequently used by engineers, sometimes combined with temperature dependence. In case of two above mentioned laws explicit solutions of the equations of motion, for some particular situations like unidirectional and plane-parallel flows, were found in [12]. Discussion on other possibilities for the viscosity-pressure formula and some historical remarks on the subject can be found in the same paper. Several engineering papers can be found discussing other possible laws and their consistency. We mention for instance [19] and [21].

From mathematical point of view supposing that the viscosity depends on the pressure makes the Navier-Stokes system much more complicated. Not
only that it brings in additional nonlinearity to the momentum equation, but it changes the nature of the pressure as it cannot be eliminated from the system using Helmholtz decomposition and it cannot be seen as just a Lagrange multiplier. First important contribution was made by Renardy [20], where the viscosity function $p \mapsto \mu(p)$ is assumed to be sublinear at infinity and its derivative is assumed to be bounded on $\mathbf{R}$. In three interesting papers Gazzola and Gazzola and Secchi have proved the existence theorems for stationary and evolutional case under the assumption that the flow is governed by almost conservative force, has small initial velocity (in non-stationary case) and that $\mu$ is a smooth function globally bounded from below by some positive constant (hypothesis that rules out the Barus formula). The approach is based on the local inverse function theorem and relies on the fact that given data are small enough. Since our next goal is to do the asymptotic analysis of the system in thin domain, the small data assumption is not acceptable as such condition, in general, depends on the domain, which is not practical when the domain shrinks.

Interesting results were found about evolution Navier- Stokes system with pressure and shear dependent viscosity in two papers [11] and [16], but under certain technical assumptions on the viscosity that are not fulfilled by the Barus formula. More precisely they assume that $\mu=\mu\left(p,|D \mathbf{u}|^{2}\right)$, satisfies

$$
\begin{aligned}
& C_{1}\left(1+|\mathbf{D}|^{2}\right)^{\frac{r-2}{2}}|\mathbf{B}|^{2} \leq \frac{\partial}{\partial \mathbf{D}} \mu\left(p,|\mathbf{D}|^{2}\right)(\mathbf{B} \otimes \mathbf{B}) \leq C_{2}\left(1+|\mathbf{D}|^{2}\right)^{\frac{r-2}{2}}|\mathbf{B}|^{2} \\
& \frac{\partial}{\partial p} \mu\left(p,|\mathbf{D}|^{2}\right)|\mathbf{D}|^{2} \leq \gamma_{0}\left(1+|\mathbf{D}|^{2}\right)^{\frac{r-2}{4}} \leq \gamma_{0} \\
& \forall \mathbf{D}, \mathbf{B} \in \mathbf{R}^{n \times n} \text { symmetric }, p \in \mathbf{R}, 1<r<2
\end{aligned}
$$

Those assumptions allow them to derive the uniform a priori estimates for the Galerkin approximation. Also, for simplicity, they take periodic boundary conditions which is not useful for applications that we have in mind.

Reynolds lubrication equation with pressure dependent viscosity was studied in [17]. It's well-posedness was proved as well as an apropriate maximum principle. Finally the nonlocal effects obtained by homogenization of the same equation in case of large Reynolds number were studied. An asymptotic model for flow of the fluid with pressure dependent viscosity through thin domain was derived in [18].

We use an approach here that does not need any small data assumption and very general assumption on $\mu$ satisfied by Barus formula and other empiric laws that can be found in the literature. Indeed, we assume that the function $p \mapsto \mu(p)$ is convex in vicinity of $-\infty$, that $\lim _{s \rightarrow-\infty} \mu^{\prime}(s)=0$ and $\int_{-\infty}^{0} \frac{d s}{\mu(s)}=+\infty$. Those assumption are irrelevant from the physical point of view since the dependence of the viscosity on the pressure becomes significant
only for large positive pressure, while all our assumptions concern the behavior of the viscosity for large negative pressures. Typically, the viscosity is taken to be constant for negative pressures, and thus all our assumptions are trivially fulfilled. We also work with physically relevant Dirichlet boundary condition. However the approach works only for the stationary Stokes system. i.e. we do not handle neither the inertial term nor the time derivative.

## 2. Position of the problem

The mathematical model can be written in the following form: Let $\Omega \subset$ $\mathbf{R}^{d}, d=2,3$ be a bounded smooth domain. We assume that the boundary is at least of class $C^{2}$. The unknowns in the model are $\mathbf{u}$ - the velocity, $p$ - the pressure. We recall that the stationary motion of the incompressible viscous laminar flow is governed by the Navier-Stokes equations. Thus we write the following system

$$
\left\{\begin{array}{l}
-2 \operatorname{div}[\mu(p) \mathbf{D} \mathbf{u}]+(\mathbf{u} \cdot \nabla) \mathbf{u}+\nabla p=\mathbf{0}, \quad \operatorname{div} \mathbf{u}=0 \text { in } \Omega,  \tag{2}\\
\mathbf{u}=\mathbf{g} \text { on } \partial \Omega .
\end{array}\right.
$$

If the Reynolds number is not too large it is reasonable to neglect the inertial term and replace the Navier-Stokes by the Stokes system

$$
\left\{\begin{array}{l}
-2 \operatorname{div}[\mu(p) \mathbf{D} \mathbf{u}]+\nabla p=\mathbf{0}, \quad \operatorname{div} \mathbf{u}=0 \text { in } \Omega,  \tag{3}\\
\mathbf{u}=\mathbf{g} \text { on } \partial \Omega .
\end{array}\right.
$$

We assume that the function $\mathbf{g}$ satisfies the following regularity and compatibility conditions

$$
\begin{align*}
& \mathbf{g} \in W^{2-1 / \beta, \beta}(\Omega)^{d}, \quad \text { for some } \beta>d  \tag{4}\\
& \int_{\partial \Omega} \mathbf{g} \cdot \mathbf{n}=0 . \tag{5}
\end{align*}
$$

For the dependence of the viscosity on the pressure we assume that $p \mapsto \mu(p)$ is a $C^{2}$ function and that it satisfies the following conditions:

$$
\begin{align*}
& \int_{-\infty}^{0} \frac{d s}{\mu(s)}=+\infty  \tag{6}\\
& \lim _{s \rightarrow-\infty} \mu^{\prime}(s)=0, \text { and } \mu \text { is convex in vicinity of }-\infty \tag{7}
\end{align*}
$$

## 3. The idea

For the sake of simplicity, in this chapter, we assume that $\mu$ satisfies the Barus formula (1). Then

$$
\begin{aligned}
\nabla p & =2 \operatorname{div}(\mu(p) \mathbf{D u})=\mu(p) \Delta \mathbf{u}+2 \mu^{\prime}(p) \nabla p \mathbf{D u} \\
& =\mu_{0} e^{\alpha p}(\Delta \mathbf{u}+2 \alpha \nabla p \mathbf{D u}) .
\end{aligned}
$$

Dividing by $\mu_{0} e^{\alpha p}$ we get

$$
-\Delta \mathbf{u}+\frac{1}{\mu_{0}} e^{-\alpha p} \nabla p=2 \alpha \nabla p \mathbf{D} \mathbf{u}
$$

We now look for the function $q$ such that

$$
\frac{1}{\mu_{0}} e^{-\alpha p} \nabla p=\nabla q
$$

Obviously there is a continuum of such functions given by

$$
\begin{equation*}
q=\frac{1}{\alpha \mu_{0}}\left(e^{-\alpha \sigma}-e^{-\alpha p}\right) \tag{8}
\end{equation*}
$$

where $\sigma \in \mathbf{R}$ is arbitrary. We can use that liberty in choice of $\sigma$ to get what we want. Now

$$
\nabla p=\mu_{0} e^{\alpha p} \nabla q=\frac{\mu_{0}}{e^{-\alpha \sigma}-\alpha \mu_{0} q} \nabla q
$$

Thus our system becomes

$$
\begin{equation*}
-\Delta \mathbf{u}+\nabla q=2 \frac{\alpha \mu_{0}}{e^{-\alpha \sigma}-\alpha \mu_{0} q} \nabla q \mathbf{D u} \tag{9}
\end{equation*}
$$

Obviously

$$
\lim _{\sigma \rightarrow-\infty} \frac{\alpha \mu_{0}}{e^{-\alpha \sigma}-\alpha \mu_{0} q}=0
$$

meaning that the right-hand side can be made as small as we need by picking large $|\sigma|, \sigma<0$.

Equation (9) is to be complemented by

$$
\operatorname{div} \mathbf{u}=0, \quad \mathbf{u}=\mathbf{g} \text { on } \partial \Omega
$$

and it makes a nonlinear Stokes-like system, but with nonlinearity that can be made as small as we want. Under the circumstances, it is not too complicated to prove that it has a solution. Does it mean that our original problem (3) has a solution? Well, it does if we can invert the transformation (8) and reconstruct $p$ from $q$. It is easy to see that

$$
p(x)=\frac{1}{\alpha} \ln \left(\frac{1}{e^{-\alpha \sigma}-\alpha \mu_{0} q(x)}\right) .
$$

For that formula to make sense, we need to make sure that

$$
q(x)<\frac{1}{\alpha \mu_{0} e^{\alpha \sigma}}, \forall x \in \Omega
$$

Once again that condition can be met by choosing $\sigma$ small enough, i.e. $\sigma<0$ and $|\sigma|$ large enough.

The uniqueness of such solution can be proved since the transformed system is the Stokes system with small nonlinear perturbation, and if the transformed system has a unique solution, so does the original system. At least as long as we look only for regular solutions.

## 4. The main results

The statement of the main result is that our problem has a solution, which is unique, under some technical conditions. In standard Stokes (or Navier-Stokes) system the pressure is obviously determined only up to a constant, so it is not unique unless we impose some additional condition, like prescribing the value of its integral over $\Omega$ or prescribing the value of the pressure in some point of the domain $\Omega$. That is less obvious here, since the pressure appears in the viscosity formula. However, it turns out that similar condition is needed here to fix the pressure.

### 4.1. Existence theorem

Theorem 1. Let $\mathbf{g}$ satisfy (4) and (5). Assume, in addition that (6) and (7) hold. Then the problem (3) has a solution $(\mathbf{u}, p) \in \mathbf{X}=W^{2, \beta}(\Omega)^{d} \times W^{1, \beta}(\Omega)$.

### 4.2. Existence proof

### 4.2.1. Transformation of the system

We slightly generalize the idea presented in chapter 3, for general viscositypressure relation, and give all the technical details.

So, for some $\sigma \in \mathbf{R}$ we define two mappings

$$
\begin{equation*}
B(p, \sigma)=\int_{\sigma}^{p} \frac{d s}{\mu(s)} \tag{10}
\end{equation*}
$$

As $p \mapsto \frac{1}{\mu(p)}$ is continuous and positive, $B$ is of class $C^{1}$. Since

$$
\frac{\partial B}{\partial p}(p, \sigma)=\frac{1}{\mu(p)}>0
$$

the function $B(\cdot, \sigma): \mathbf{R} \mapsto \mathbf{R}$ is strictly increasing (and thus injective), for any parameter $\sigma$. Furthermore

$$
\operatorname{Im} B(\cdot, \sigma)=\left[M_{\sigma}^{-}, M_{\sigma}^{+}\right]
$$

where

$$
\begin{equation*}
M_{\sigma}^{+}=\lim _{p \rightarrow+\infty} B(p, \sigma)=\int_{\sigma}^{+\infty} \frac{d s}{\mu(s)}, \quad M_{\sigma}^{-}=\lim _{p \rightarrow+\infty} B(p, \sigma)=-\int_{-\infty}^{\sigma} \frac{d s}{\mu(s)} \tag{11}
\end{equation*}
$$

If the above integrals are divergent we take their value to be $+\infty$. We can now define another function

$$
\begin{equation*}
H(\cdot, \sigma)=B^{-1}(\cdot, \sigma) \tag{12}
\end{equation*}
$$

Thus $q \mapsto H(q, \sigma)$ is an inverse of the function $p \mapsto B(q, \sigma)$, while $\sigma$ is treated only as a parameter. Obviously $H(\cdot, \sigma):\left[M_{\sigma}^{-}, M_{\sigma}^{+}\right] \rightarrow \mathbf{R}$ is well defined, strictly increasing and smooth. Furthermore

$$
\frac{\partial H}{\partial q}(q, \sigma)=\mu(p)=\mu(H(q, \sigma))
$$

Next we define the function

$$
\begin{equation*}
b(q, \sigma)=2 \mu^{\prime}(p)=2 \mu^{\prime}(H(q, \sigma)) \tag{13}
\end{equation*}
$$

that we need in the sequel. Function $\mu^{\prime}$ is defined on $\mathbf{R}$, but $H(\cdot, \sigma)$ is defined only on $\left[M_{\sigma}^{-}, M_{\sigma}^{+}\right]$, thus the domain of $b(\cdot, \sigma)$ is $\left[M_{\sigma}^{-}, M_{\sigma}^{+}\right]$. As $\mu$ and $H$ are smooth $b$ is continuous. Using the assumptions on $\mu$ we prove the following important technical result:

Lemma 1. Let $\mu: \mathbf{R} \rightarrow \mathbf{R}$ satisfy the following hypothesis
1.) $\int_{-\infty}^{0} \frac{d s}{\mu(s)}=+\infty$
2.) $\mu$ is convex in vicinity of $-\infty$ and $\lim _{s \rightarrow-\infty} \mu^{\prime}(s)=0$.

Then

$$
\begin{align*}
& M_{\sigma}^{-}=-\infty, \quad \lim _{\sigma \rightarrow-\infty} M_{\sigma}^{+}=+\infty  \tag{14}\\
& \lim _{\sigma \rightarrow-\infty} b(q, \sigma)=0, \quad \text { for any } q \in \mathbf{R} \tag{15}
\end{align*}
$$

Proof. First of all, 1.) means that $M_{\sigma}^{-}=-\infty$ and that

$$
\lim _{\sigma \rightarrow-\infty} M_{\sigma}^{+}=\int_{-\infty}^{+\infty} \frac{d s}{\mu(s)}=\infty
$$

Next, since $b(q, \sigma)=\mu^{\prime}(H(q, \sigma))$ we only need to see that assumption 1.) implies that

$$
\begin{equation*}
\lim _{\sigma \rightarrow-\infty} H(q, \sigma)=-\infty \tag{16}
\end{equation*}
$$

But that is clear, because the mapping $\sigma \mapsto H(q, \sigma)$ is strictly increasing and unbounded from below. Indeed

$$
\frac{\partial}{\partial \sigma} H(q, \sigma)=\frac{\mu(H(q, \sigma))}{\mu(\sigma)}>0
$$

On the other hand the mapping $\sigma \mapsto H(q, \sigma)$ cannot be bounded from below. Supposing that there exists some $\gamma(q)=\inf _{\sigma \in \mathbf{R}} H(q, \sigma) \in \mathbf{R}$ implies that

$$
q=\int_{\sigma}^{H(q, \sigma)} \frac{d s}{\mu(s)} \geq \int_{\sigma}^{\gamma(q)} \frac{d s}{\mu(s)} .
$$

Now the assumption 1.) leads to

$$
q=\lim _{\sigma \rightarrow-\infty} \inf \int_{\sigma}^{H(q, \sigma)} \frac{d s}{\mu(s)} \geq \lim _{\sigma \rightarrow-\infty} \int_{\sigma}^{\gamma(q)} \frac{d s}{\mu(s)}=\int_{-\infty}^{\gamma(q)} \frac{d s}{\mu(s)}=+\infty .
$$

Thus $\sigma \mapsto H(q, \sigma)$ is strictly increasing and unbounded from below and consequently

$$
\lim _{\sigma \rightarrow-\infty} H(q, \sigma)=-\infty
$$

Then, since $\mu^{\prime}$ tends to zero at $-\infty$ we have

$$
b(q, \sigma)=2 \mu^{\prime}(H(q, \sigma)) \rightarrow 0, \quad \text { as } \sigma \rightarrow-\infty,
$$

We now define the new unknown

$$
\begin{equation*}
q=B(p, \sigma) \tag{17}
\end{equation*}
$$

We can now rewrite our system in terms of new unknown and it reads

$$
\begin{align*}
& -\Delta \mathbf{u}+\nabla q=b(q, \sigma) \mathbf{D} \mathbf{u} \nabla q, \quad \operatorname{div} \mathbf{u}=0 \text { in } \Omega,  \tag{18}\\
& \mathbf{u}=\mathbf{g} \text { on } \partial \Omega . \tag{19}
\end{align*}
$$

Recall that, due to (15)

$$
\begin{equation*}
\lim _{\sigma \rightarrow-\infty} b(q, \sigma)=0, \quad \text { for any } q \tag{20}
\end{equation*}
$$

Example 1. In case of Barus law $\mu(p)=\mu_{0} e^{\alpha p}$ we have

$$
B(p, \sigma)=\frac{1}{\alpha \mu_{0}}\left(e^{-\alpha \sigma}-e^{-\alpha p}\right), \quad H(q, \sigma)=\frac{1}{\alpha} \ln \frac{1}{e^{-\alpha \sigma}-\alpha \mu_{0} q} .
$$

Furthermore

$$
b(q, \sigma) \equiv 2 \mu^{\prime}(H(q, \sigma))=\frac{2 \alpha \mu_{0}}{e^{-\alpha \sigma}-\alpha \mu_{0} q}, \quad M_{\sigma}^{+}=\frac{e^{-\alpha \sigma}}{\alpha \mu_{0}}, \quad M_{\sigma}^{-}=-\infty .
$$

### 4.2.2. The proof of Theorem 1

The idea is to define the mapping $T: X=W^{2, \beta}(\Omega)^{d} \times W^{1, \beta}(\Omega) \rightarrow X$ by taking $T(\mathbf{v}, q)=(\mathbf{w}, \pi)$ where $(\mathbf{w}, \pi)$ is the solution to the problem

$$
\begin{align*}
& -\Delta \mathbf{w}+\nabla \pi=b(q, \sigma) \mathbf{D} \mathbf{v} \nabla q \text { in } \Omega  \tag{21}\\
& \operatorname{div} \mathbf{w}=0 \text { in } \Omega, \quad \mathbf{w}=\mathbf{g} \text { on } \partial \Omega, \quad \int_{\Omega} \pi=0 \tag{22}
\end{align*}
$$

The classical result by Cattabriga [3](see Appendix A) implies, for any $\beta>d$ and any $(\mathbf{v}, q) \in W^{2, \beta}(\Omega)^{d} \times W^{1, \beta}(\Omega)$ the existence of such $(\mathbf{w}, \pi) \in$ $W^{2, \beta}(\Omega) \times W^{1, \beta}(\Omega)$. Since we have imposed

$$
\begin{equation*}
\int_{\Omega} \pi=0 \tag{23}
\end{equation*}
$$

the solution is unique. Furthermore, assuming that

$$
\begin{equation*}
|(\mathbf{v}, q)|_{X} \equiv|\mathbf{v}|_{W^{2, \beta}(\Omega)}+|q|_{W^{1, \beta}(\Omega)} \leq M, \quad \int_{\Omega} q=0 \tag{24}
\end{equation*}
$$

and using (45), we obtain

$$
\begin{align*}
& |\mathbf{w}|_{W^{2, \beta}(\Omega)}+|\pi|_{W^{1, \beta}(\Omega)} \leq C_{\beta}\left(|b(q, \sigma)|_{L^{\infty}(\Omega)}|\mathbf{D} \mathbf{v}|_{L^{\infty}(\Omega)}|\nabla q|_{L^{\beta}(\Omega)}+\right.  \tag{25}\\
& \left.\quad+|\mathbf{g}|_{W^{2-1 / \beta, \beta}(\partial \Omega)}\right) \leq C_{\beta}\left(M^{2} C(\beta, \infty)^{2}|b(q, \sigma)|_{L^{\infty}(\Omega)}+|\mathbf{g}|_{W^{2-1 / \beta, \beta}(\partial \Omega)}\right) .
\end{align*}
$$

For any $x \in \bar{\Omega}$

$$
\begin{equation*}
|q(x)| \leq C(\beta, \infty) M \equiv \bar{M} \tag{26}
\end{equation*}
$$

As $\mu$ is convex in vicinity of $-\infty$, there exists some $s_{0}<0$ such that $s \mapsto \mu(s)$ is convex for all $s<s_{0}$.

For any $\eta<0$ there exists $\sigma_{0}<0$ such that for any $\sigma<\sigma_{0}$

$$
H(q(x), \sigma)<H(\bar{M}, \sigma)<\eta
$$

We choose $\eta<s_{0}$. Due to the convexity of $\mu$ we know that $\mu^{\prime}$ is increasing for $s<-s_{0}$ so that for all $\sigma<\sigma_{0}$

$$
\begin{equation*}
b(q(x), \sigma)=\mu^{\prime}(H(q(x), \sigma))<\mu^{\prime}(H(\bar{M}, \sigma))=b(\bar{M}, \sigma) \tag{27}
\end{equation*}
$$

Now, due to the Lemma 1

$$
\begin{equation*}
\lim _{\sigma \rightarrow-\infty}|b(\bar{M}, \sigma)|=0 \tag{28}
\end{equation*}
$$

Thus, for any $x \in \bar{\Omega}$ and for any $\varepsilon>0$, there exists $\sigma_{0}$ such that for any $\sigma<\sigma_{0}$

$$
|b(q(x), \sigma)|_{L^{\infty}(\Omega)} \leq b(\bar{M}, \sigma) \leq \frac{\varepsilon}{C_{\beta} M^{2} C(\beta, \infty)^{2}}
$$

For

$$
\begin{equation*}
G=|\mathbf{g}|_{W^{2-1 / \beta, \beta}(\partial \Omega)} \tag{29}
\end{equation*}
$$

we choose

$$
\begin{equation*}
M=2 C_{\beta} G \tag{30}
\end{equation*}
$$

and for $\varepsilon<G$ (24) and (25) imply that

$$
\begin{equation*}
|(\mathbf{w}, \pi)|_{X} \equiv|\mathbf{w}|_{W^{2, \beta}(\Omega)}+|\pi|_{W^{1, \beta}(\Omega)}<M \tag{31}
\end{equation*}
$$

It proves that $T$ maps the ball $B_{M} \subset X$ of radius $M$ in itself. To apply the Tychonoff fixed point theorem it remains to prove that $T$ is weakly continuous. As the ball $B_{M}$ is metrizable in weak topology, weak sequential continuity will be enough. To do so, we assume that the sequence $\left(\mathbf{v}_{n}, q_{n}\right)$ converges weakly in $X$ to some $(\mathbf{v}, q)$. Due to the compact embedding $W^{1, \beta}(\Omega) \subset C(\bar{\Omega})$ we know that $\mathbf{D} \mathbf{v}_{n}$ is bounded and strongly convergent in $C(\bar{\Omega})$, while $\nabla q_{n}$ is bounded in $L^{\beta}(\Omega)$.

Let $\left(\mathbf{w}_{n}, \pi_{n}\right)=T\left(\mathbf{v}_{n}, q_{n}\right)$. Since $T$ maps $B_{M}$ in itself, the sequence $\left(w_{n}, \pi_{n}\right)$ is bounded in $X$. Furthermore, we can extract a subsequence, denoted by the same symbol, such that

$$
\begin{align*}
& \mathbf{w}_{n} \rightharpoonup \mathbf{w} \text { weakly in } W^{2, \beta}(\Omega)^{d}  \tag{32}\\
& q_{n} \rightharpoonup q \quad \text { weakly in } W^{1, \beta}(\Omega) \tag{33}
\end{align*}
$$

Compact embedding $W^{1, \beta}(\Omega) \subset C(\bar{\Omega})$ and (31) implies the strong convergence

$$
\begin{align*}
& \mathbf{w}_{n} \rightarrow \mathbf{w} \text { in } C^{1}(\bar{\Omega})^{d}  \tag{34}\\
& q_{n} \rightarrow q \text { in } L^{\sigma}(\Omega) \text { and in } C(\bar{\Omega}) \tag{35}
\end{align*}
$$

Due to the continuity of $b$, we consequently get

$$
\begin{equation*}
b\left(q_{n}, \sigma\right) \rightarrow b(q, \sigma) \quad \text { in } C(\bar{\Omega}) \tag{36}
\end{equation*}
$$

That is enough to pass to the limit in (21), (22). Proving that $T\left(v_{n}, q_{n}\right) \rightharpoonup$ $T(v, q)$ weakly in $X$ means that $T: B_{M} \rightarrow B_{M}$ is weakly continuous. Now the Tychonoff fixed point theorem implies the existence of solution $(\mathbf{u}, q) \in B_{M}$ of the transformed system (18), (19). To prove that $(\mathbf{u}, p), p=H(q, \sigma)$, with $H$ defined by (12), is the solution to the original system (3) we need to verify that $q(x)$ is in the range of function $H(\cdot, \sigma), \operatorname{Im} H(\cdot, \sigma)=\left[M_{\sigma}^{-}, M_{\sigma}^{+}\right]$, for some $\sigma<0$. We recall that $M_{\sigma}^{ \pm}$were defined by (11). Under the assumption (7) Lemma 1 states that $M_{\sigma}^{-}=-\infty$ so that we only need to verify that $q(x) \leq M_{\sigma}^{+}$ , $\forall x \in \Omega$, which is fulfilled (again Lemma 1) for sufficiently large negative $\sigma$. Indeed, we know that $q(x) \leq \bar{M}$. It is therefore sufficient to chose $\sigma$ such that $M_{\sigma}^{+} \geq \bar{M}$.

### 4.3. Uniqueness theorem

The uniqueness of the solution can, in general, be proved only if the given boundary data is not too large and the pressure is not too high. The construction that we have used to prove the existence of the solution leads to the unique solution of that form. We recall that for such solution the velocity $\mathbf{u}$ and the transformed pressure $q=B(p, \sigma)$ remain inside the ball $B_{M}$ in $X$ for an appropriate choice of $M$. However, for general boundary data, we cannot rule out the possibility that there are some other solutions for which $(\mathbf{u}, q) \notin B_{M}$. For our solution (27) and (28) hold, so that the right hand side in the transformed equation (19) can be made as small as we want. Thus supposing that the problem (19) has two solutions $(\mathbf{u}, q),(\mathbf{w}, \eta)$ in $\mathbf{X}$. We denote by

$$
\mathbf{E}=\mathbf{u}-\mathbf{w}, \quad e=q-\eta
$$

Then, obviously

$$
\begin{equation*}
\mathbf{E}=0 \text { on } \partial \Omega \tag{37}
\end{equation*}
$$

On the other hand, due to (13), (15), for given $\varepsilon>0$ we can choose $\sigma$ in definition of $b$ such that

$$
\begin{equation*}
|b(q, \sigma) \nabla q D \mathbf{u}|_{L^{\beta}(\Omega)} \leq \frac{\varepsilon}{2 C_{\beta}}, \quad|b(\eta, \sigma) \nabla \eta D \mathbf{w}|_{L^{\beta}(\Omega)} \leq \frac{\varepsilon}{2 C_{\beta}} \tag{38}
\end{equation*}
$$

where $C_{\beta}>0$ is the constant from (45) Since the difference ( $\mathbf{E}, e$ ) satisfies the Stokes system

$$
-\Delta \mathbf{E}+\nabla e=b(q, \sigma) \nabla q D \mathbf{u}-b(\eta, \sigma) \nabla \eta D \mathbf{w}
$$

and the boundary condition (37), the standard a priori estimate (45) implies

$$
|\mathbf{E}|_{W^{2, \beta}(\Omega)}+|e|_{W^{1, \beta}(\Omega) / \mathbf{R}} \leq \varepsilon
$$

As $\varepsilon$ was arbitrary, we conclude that $\mathbf{E}=0$ and $e=$ const. That proves the uniqueness of the velocity since it is independent on choice of $\sigma$. On the other hand $q$ and $\eta$ do depend on $\sigma$. However their difference does not since

$$
e(x)=q(x)-\eta(x)=\int_{\pi(x)}^{p(x)} \frac{d s}{\mu(s)}
$$

with $p=H(q, \sigma), \pi=H(\eta, \sigma)$. So, if we prescribe the mean value of the transformed pressure, i.e. if we put

$$
\begin{equation*}
\int_{\Omega} q=\int_{\Omega} \eta=0 \tag{39}
\end{equation*}
$$

we have $q=\eta$ and then

$$
\int_{\pi(x)}^{p(x)} \frac{d s}{\mu(s)}=0 \text { for any } x \in \Omega
$$

Functions $1 / \mu, p, \pi$ are continuous and $1 / \mu$ is positive, so that $p(x)=\pi(x)$. Thus, there can be only one solution constructed by transforming the pressure $q=B(p, \sigma)$ and solving (19).

As for the general case, we were only able to prove weaker result.
First of all, we need to assume that $\mu$ is increasing, which is physically reasonable. We also require that $\mu$ is convex, not only in vicinity of $-\infty$ but also in vicinity of $+\infty$. More precisely, we assume that there exists some $\xi_{0} \geq 0$ such that $\xi \mapsto \mu(\xi)$ is convex for $\xi>\xi_{0}$. Next, suppose that $\mu$ is smooth and define

$$
\overline{\mu^{\prime}}=\sup _{\xi \leq \xi_{0}}\left|\mu^{\prime}(\xi)\right| .
$$

It is well known (see e.g. Galdi [5]) that, for any $\psi \in L^{2}(\Omega)$ such that

$$
\int_{\Omega} \psi=0
$$

there exists $\mathbf{z} \in H^{1}(\Omega)$ such that

$$
\left\{\begin{array}{l}
\operatorname{div} \mathbf{z}=\psi  \tag{40}\\
\mathbf{z}=0 \text { on } \partial \Omega \\
|\mathbf{z}|_{H^{1}(\Omega)} \leq C_{d i v}|\psi|_{L^{2}(\Omega)}
\end{array}\right.
$$

with $C_{d i v}$ depending only on the domain $\Omega$.
We can now formulate the uniqueness result:
Theorem 2. Let $\bar{M}$ be defined by (26), (30) and (29). Assume that

$$
\begin{equation*}
\overline{\mu^{\prime}} \bar{M} C_{d i v}\left(1+\sqrt{\mu\left(\xi_{0}\right)}\right)<1 \tag{41}
\end{equation*}
$$

Then the problem (3) has only one solution $(\mathbf{u}, p) \in \mathbf{X}=W^{2, \beta}(\Omega)^{d} \times W^{1, \beta}(\Omega)$ such that

$$
p(x) \leq \xi_{0}, \quad x \in \Omega
$$

Proof. First of all, it is sufficient to prove the uniqueness of the pressure, since it implies the uniqueness of the velocity. Indeed, for given pressure the viscosity is given and the system is linear with respect to velocity.

If $p(x) \leq \xi_{0}$ then

$$
\mu(p(x)) \leq \mu\left(\xi_{0}\right), \quad x \in \Omega .
$$

Let $(w, \pi) \in X$ be the solution constructed in Theorem 1 and let $(u, p)$ be any other solution. Then, subtracting the equations (3) for $(\mathbf{u}, p),(\mathbf{w}, \pi)$ and testing with $\mathbf{u}-\mathbf{w}$ gives

$$
\begin{aligned}
& \int_{\Omega} \mu(p)|\mathbf{D}(\mathbf{u}-\mathbf{w})|^{2}=\int_{\Omega}[\mu(p)-\mu(\pi)] \mathbf{D}(\mathbf{u}-\mathbf{w}) \mathbf{D} \mathbf{w} \leq \\
& \quad \leq \overline{\mu^{\prime}}|\mathbf{D} \mathbf{w}|_{L^{\infty}(\Omega)}|\mathbf{D}(\mathbf{u}-\mathbf{w})|_{L^{2}(\Omega)}
\end{aligned}
$$

Since

$$
|\mathbf{D} \mathbf{w}|_{L^{\infty}(\Omega)} \leq C(\infty, \beta)|\mathbf{w}|_{W^{2, \beta}(\Omega)} \leq \bar{M}
$$

we get

$$
\begin{equation*}
|\sqrt{\mu(p)} \mathbf{D}(\mathbf{u}-\mathbf{w})|_{L^{2}(\Omega)} \leq \overline{\mu^{\prime}} \bar{M} \tag{42}
\end{equation*}
$$

Now, taking z such that

$$
\begin{aligned}
& \operatorname{div} \mathbf{z}=p-\pi \text { in } \Omega, \quad \mathbf{z}=0 \text { on } \partial \Omega \\
& |\mathbf{z}|_{H^{1}(\Omega)} \leq C_{d i v}|p-\pi|_{L^{2}(\Omega)},
\end{aligned}
$$

and testing (3) with it, we obtain, using (42)

$$
\begin{aligned}
& \int_{\Omega}(p-\pi)^{2}=\int_{\Omega}(p-\pi) \operatorname{div} \mathbf{z}=\int_{\Omega}[\mu(p)-\mu(\pi)] \mathbf{D} \mathbf{w} \mathbf{D} \mathbf{z}+ \\
& \quad+\int_{\Omega} \mu(p) \mathbf{D}(\mathbf{u}-\mathbf{w}) \mathbf{D} \mathbf{z} \leq \overline{\mu^{\prime}} \bar{M} C_{d i v}\left(1+\sqrt{\mu\left(\xi_{0}\right)}\right)|p-\pi|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

The result now follows from the assumption (41).

## A. Technical results

It is well known (see e.g. Cattabriga [3]) that the Stokes system

$$
\begin{align*}
& -\Delta \mathbf{v}+\nabla \pi=\mathbf{f}, \quad \operatorname{div} \mathbf{v}=0 \quad \text { in } \Omega  \tag{43}\\
& \mathbf{v}=\mathbf{h} \text { on } \partial \Omega \tag{44}
\end{align*}
$$

with $\mathbf{f} \in L^{\beta}(\Omega)^{d}$ and $\mathbf{h} \in W^{2-1 / \beta, \beta}(\partial \Omega)^{d}$, satisfying

$$
\int_{\partial \Omega} \mathbf{h} \cdot \mathbf{n}=0
$$

admits a solution $(\mathbf{v}, \pi) \in \mathbf{X}=W^{2, \beta}(\Omega)^{d} \times W^{1, \beta}(\Omega)$ which is unique ( $\pi$ up to an additive constant). Furthermore it satisfies the following estimate

$$
\begin{equation*}
|\mathbf{v}|_{W^{2, \beta}(\Omega)}+|\pi|_{W^{1, \beta}(\partial \Omega) / \mathbf{R}} \leq C_{\beta}\left(|\mathbf{f}|_{L^{\beta}(\Omega)}+|\mathbf{h}|_{W^{2-1 / \beta, \beta}(\partial \Omega)}\right) . \tag{45}
\end{equation*}
$$

We recall that for $\beta>n$ the embedding $W^{1, \beta}(\Omega) \subset L^{\infty}(\Omega)$ holds true. We denote by $C(\beta, \infty)$ the constant such that

$$
\begin{equation*}
|\phi|_{L^{\infty}(\Omega)} \leq C(\beta, \infty)|\phi|_{W^{1, \beta}(\Omega)} \quad, \quad \forall \phi \in W^{1, \beta}(\Omega) \tag{46}
\end{equation*}
$$
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#### Abstract

An explicit solution of similarity type for thawing in a saturated semi-infinite porous media when change of phase induces a density jump and a convective boundary condition is imposed at the fixed face, is obtained if and only if an inequality for data is verified. Relationship between this problem and the problem with temperature condition studied in [8] is analized and conditions for physical parameters under which the two problems become equivalents are obtained. Furthermore, an inequality to be satisfied for the coefficient which characterizes the free boundary of each problem is also obtained.
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## 1. Introduction

In this paper, we consider the problem of thawing of a semi-infinite partially frozen porous media saturated with an incompressible liquid when change of phase induces a density jump and a convective boundary condition is imposed on the fixed face, with the aim of constructing similarity solutions (for a detailed exposition of the physical background we refer to $[5,7,12,14,18])$. In [8] and [10] (which generalized [19]) similarity solutions are obtained when a temperature and a heat flux condition are imposed at the fixed boundary, respectively. In this paper, we deal with the same physical situations as in $[8,10]$ and we study a one-dimensional model of the problem where the unknowns are the temperature $u(x, t)$ of the unfrozen zone $Q_{1}=\{(x, t): 0<x<s(t), t>0\}$, the temperature $v(x, t)$ of the frozen zone $Q_{2}=\{(x, t): x>s(t), t>0\}$ and the free boundary $x=s(t)$, defined for $t>0$, separating $Q_{1}$ and $Q_{2}$, which satisfies the following equations and boundary and initial conditions (we refer to [7] for a detailed explanation of the model):
$\begin{array}{lr}u_{t}=d_{U} u_{x x}-b \rho \dot{s}(t) u_{x} & 0<x<s(t), t>0 \quad(1) \\ v_{t}=d_{F} v_{x x} & x>s(t), t>0 \quad(2) \\ u(s(t), t)=v(s(t), t)=d \rho s(t) \dot{s}(t) & t>0 \quad(3) \\ k_{F} v_{x}(s(t), t)-k_{U} u_{x}(s(t), t)=\alpha \dot{s}(t)+\beta \rho s(t)(\dot{s}(t))^{2} & t>0(4) \\ v(x, 0)=v(+\infty, t)=-A & x>0, t>0(5) \\ s(0)=0 & (6) \\ k_{U} u_{x}(0, t)=\frac{h_{0}}{\sqrt{t}}(u(0, t)-B) & t>0(7)\end{array}$
with:
$d_{U}=\alpha_{U}^{2}=\frac{k_{U}}{\rho_{U} c_{U}}, \quad d_{F}=\alpha_{F}^{2}=\frac{k_{F}}{\rho_{F} c_{F}}, \quad b=\frac{\epsilon \rho_{W} c_{W}}{\rho_{U} c_{U}}, \quad d=\frac{\epsilon \gamma \mu}{K}$,
$\rho=\frac{\rho_{W}-\rho_{I}}{\rho_{W}}, \quad \alpha=\epsilon \rho_{I} l, \quad \beta=\frac{\epsilon^{2} \rho_{I}\left(c_{W}-c_{I}\right) \gamma \mu}{K}=\epsilon d \rho_{I}\left(c_{W}-c_{I}\right) \neq 0$.
where:
$\epsilon$ : porosity,
$\rho_{W}$ and $\rho_{I}$ : density of water and ice $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$,
$c$ : specific heat at constant density $\left(\mathrm{cal} / \mathrm{g}^{\circ} \mathrm{C}\right)$,
$k_{F}$ and $k_{U}$ : conductivity of the frozen and unfrozen zones $\left(\mathrm{cal} / \mathrm{scm}{ }^{\circ} \mathrm{C}\right)$,
$u$ : temperature of the unfrozen zone $\left({ }^{\circ} C\right)$,
$v$ : temperature of the frozen zone $\left({ }^{\circ} \mathrm{C}\right)$,
$u=v=0$ : melting point at atmospheric pressure,
$l$ : latent heat at $u=0(\mathrm{cal} / \mathrm{g})$,
$\gamma$ : coefficient in the Clausius-Clapeyron law $\left(s^{2} \mathrm{~cm}^{\circ} \mathrm{C} / \mathrm{g}\right)$,
$\mu>0$ : viscosity of the liquid $(\mathrm{g} / \mathrm{scm})$,
$K>0$ : hydraulic permeability $\left(\mathrm{cm}^{2}\right)$,
$B>0$ : external boundary temperature at the fixed face $x=0\left({ }^{\circ} C\right)$,
$B_{0}>0$ : temperature at the fixed face $x=0\left({ }^{\circ} C\right)$,
$-A<0$ : initial temperature $\left({ }^{\circ} C\right)$,
$h_{0}>0$ : coefficient which characterizes the heat transfer at the fixed face $x=0$ $\left(\mathrm{Cal} / \mathrm{s}^{\frac{1}{2}} \mathrm{~cm}^{2}{ }^{\circ} \mathrm{C}\right)$.
REmARK 1.1. The free boundary problem (1)-(7) reduces to the usual Stefan problem when

$$
\rho=0
$$

since in that case we have the cassical Stefan conditions on $x=s(t)$, i.e.:

$$
u(s(t), t)=v(s(t), t)=0, \quad t>0
$$

$$
k_{F} v_{x}(s(t), t)-k_{U} u_{x}(s(t), t)=\alpha \dot{s}(t)
$$

and therefore from now on we assume that $\rho \neq 0$.
The goal of this paper is to find the necessary and/or sufficient conditions for data (with three dimensionless parameters) in order to obtain an instantaneous phase-change process (1)-(7) with the corresponding explicit solution of the similarity type when a convective boundary condition of type (7) is imposed on the fixed face $x=0[1,4,16,23,25]$. We remark that the solution given in [25] is not correct for any data (in particular, for small heat transfer coefficient) for the classical two-phase Stefan problem $(\rho=0)$ which was improved in [20] obtaining the necessary and sufficient condition to get the corresponding explicit solution. Furthermore, we study the relationship between the problem (1)-(7) and the problem studied in [8], which consists of equations (1)-(6) and the following temperature boundary condition at the fixed face $x=0$ :

$$
\begin{equation*}
u(0, t)=B_{0} \quad t>0 \tag{8}
\end{equation*}
$$

where $B_{0}$ is the boundary temperature at the fixed face $x=0$, with the aim of finding conditions under which the two problems become equivalent.

Recently Stefan-like problems were studied in $[2,3,6,9,11,15,17,21,22$, 24]. The plan is the following: first (Sect. 2) we obtain the necessary and sufficient condition in order to have a similarity solution of the free boundary problem (1)-(7) as a function of a positive parameter which must be the solution of a transcendental equation with three dimensionless parameters defined by the thermal coefficients, and initial and boundary conditions. We also find a monotonicity property between the coefficients which characterize the free boundary and the heat transfer at the fixed face $x=0$. Then (Sect. 3) we give the necessary and/or sufficient conditions for the three real parameters involved in the trascendental equation in order to obtain an instantaneous phase-change process (1)-(7) with the corresponding similarity solution. We generalize results obtained for particular cases given in [13, 20]. Finally (Sect. 4), we analize the relationship between the problems (1)-(7) and (1)-(6) and (8), and we obtain conditions for data under which the two problems become equivalent. Furthermore, we obtain an inequality which satisfies the coefficient involved in the definition of the free boundary of the problem (1)-(6) and (8), which become the inequality obtained in [19] for the classical Stefan problem.

## 2. Similarity solutions

We have:

THEOREM 2.1. The free boundary value problem (1)-(7) has the similarity solution:

$$
\begin{align*}
& u(x, t)=\frac{B g(p, \xi)+\frac{A M k_{U}}{2 h_{0} \alpha_{U}} \xi^{2}+\left(A M \xi^{2}-B\right) \int_{0}^{\frac{x}{2 \alpha_{U} \sqrt{t}}} \exp \left(-r^{2}+p r \xi\right) d r}{g(p, \xi)+\frac{k_{U}}{2 h_{0} \alpha_{U}}}  \tag{9}\\
& v(x, t)=\frac{A M \xi^{2}+A \operatorname{erf}\left(\gamma_{0} \xi\right)-A\left(1+M \xi^{2}\right) \operatorname{erf}\left(\frac{x}{2 \alpha_{F} \sqrt{t}}\right)}{\operatorname{erfc}\left(\gamma_{0} \xi\right)}  \tag{10}\\
& s(t)=2 \xi \alpha_{U} \sqrt{t} \tag{11}
\end{align*}
$$

if and only if the dimensionless coefficient $\xi>0$ satisfies the following equation:

$$
\begin{equation*}
G(M, p, y)=y+N y^{3}, \quad y>0 \tag{12}
\end{equation*}
$$

involving three dimensionless parameters, $N, M$ and $p$, defined by:

$$
\begin{equation*}
N=\frac{2 \beta \rho \alpha_{U}^{2}}{\alpha} \in \mathbb{R}, \quad M=\frac{2 d \rho \alpha_{U}^{2}}{A} \in \mathbb{R}, \quad \quad p=2 b \rho \in \mathbb{R} \tag{13}
\end{equation*}
$$

where:

$$
\begin{align*}
& G(M, p, y)=\delta_{1}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)-\delta_{2}\left(1+M y^{2}\right) G_{2}(y) \quad y>0,  \tag{14}\\
& G_{1}(p, y)=\frac{\exp \left((p-1) y^{2}\right)}{K_{0}+g(p, y)}  \tag{15}\\
& p \in \mathbb{R}, y>0, \\
& G_{2}(y)=\frac{\exp \left(-\gamma_{0}^{2} y^{2}\right)}{\operatorname{erfc}\left(\gamma_{0} y\right)}  \tag{16}\\
& M \in \mathbb{R}, y>0, \\
& g(p, y)=\int_{0}^{y} \exp \left(-r^{2}+p r y\right) d r \quad p \in \mathbb{R}, y>0,  \tag{17}\\
& \delta_{1}=\frac{k_{U} B}{2 \alpha \alpha_{U}^{2}}>0, \delta_{2}=\frac{k_{F} A}{\alpha \alpha_{U} \alpha_{F} \sqrt{\pi}}>0, K_{0}=\frac{k_{U}}{2 \alpha_{U} h_{0}}>0, \gamma_{0}=\frac{\alpha_{U}}{\alpha_{F}}>0 . \tag{18}
\end{align*}
$$

Proof. We will follow the method introduced in [8, 10]. First of all, we note that the function $u$ defined by:

$$
u(x, t)=\Phi(\eta) \quad \text { with } \eta=\frac{x}{2 \alpha_{U} \sqrt{t}}
$$

is a solution of equation (1) if and only if $\Phi$ satisfies the following equation:

$$
\frac{1}{2} \Phi^{\prime \prime}(\eta)+\left(\eta-\frac{b \rho}{\alpha_{U}} \dot{s}(t) \sqrt{t}\right) \Phi^{\prime}(\eta)=0
$$

Then, if we consider the function $x=s(t)$ defined as in (11), for some $\xi>0$ to be determined, we obtain that:

$$
\begin{equation*}
\Phi(\eta)=C_{1}+C_{2} \int_{0}^{\eta} \exp \left(-r^{2}+2 b \rho \xi r\right) d r \tag{19}
\end{equation*}
$$

where $\xi, C_{1}$ and $C_{2}$ are constant values.
Therefore, a solution of equation (1) is given by:

$$
\begin{equation*}
u(x, t)=C_{1}+C_{2} \int_{0}^{x / 2 \alpha_{U} \sqrt{t}} \exp \left(-r^{2}+2 b \rho \xi r\right) d r \tag{20}
\end{equation*}
$$

where $C_{1}, C_{2}$ and $\xi$ are constant values to be determined.
On the other hand, it is well known that:

$$
\begin{equation*}
v(x, t)=C_{3}+C_{4} \operatorname{erf}\left(\frac{x}{2 \alpha_{F} \sqrt{t}}\right) \tag{21}
\end{equation*}
$$

is a solution of equation (2), where $C_{3}$ and $C_{4}$ are constant values to be determined and erf is the error function defined by:

$$
\operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp \left(-r^{2}\right) d r
$$

From conditions (3), (5) and (7) we have that:

$$
\begin{aligned}
C_{1}=\frac{B g(2 b \rho, \xi)+\frac{d \rho \alpha_{U} k_{U}}{h_{0}} \xi^{2}}{g(2 b \rho, \xi)+\frac{k_{U}}{2 h_{0} \alpha_{U}}}, & C_{2}=\frac{2 d \rho \alpha_{U}^{2} \xi^{2}-B}{g(2 b \rho, \xi)+\frac{k_{U}}{2 h_{0} \alpha_{U}}}, \\
C_{3}=\frac{2 d \rho \alpha_{U}^{2} \xi^{2}+A \operatorname{erf}\left(\gamma_{0} \xi\right)}{\operatorname{erfc}\left(\gamma_{0} \xi\right)}, & C_{4}=-\frac{2 d \rho \alpha_{U}^{2} \xi^{2}+A}{\operatorname{erfc}\left(\gamma_{0} \xi\right)}
\end{aligned}
$$

and by imposing condition (4), we obtain that the functions $s, u$ and $v$ defined above by (9)-(11), are a solution of the free boundary value problem (1)-(7) if and only if the dimensionless parameter $\xi$ satisfies the equation (12), and therefore the thesis holds.

REmark 2.2. The similarity solution (19) is a generalized Neumann solution for the classical Stefan problem (see [1]) when a convective boundary condition at the fixed face $x=0$ is imposed (see [20]).

The following result give us a relationship between the coefficient $\xi$ which characterizes the free boundary of the problem (1)-(7) and the coefficient $h_{0}>0$ which characterizes the heat transfer at the fixed face $x=0$.

Corollary 2.3. If the free boundary value problem (1)-(7) has a unique similarity solution of the type (9)-(11), $M>0$, and the dimensionless coefficient $\xi>0$ satisfies:

$$
\begin{equation*}
0<\xi<\sqrt{\frac{B}{A M}} \tag{22}
\end{equation*}
$$

then $\xi$ is a strictly increasing function of $h_{0}>0$.
Proof. Let us assume that the free boundary value problem (1)-(7) has the similarity solution (9)-(11). Due to previous theorem we know that the dimensionless coefficient $\xi$ satisfies equation (12). Since the LHS of equation (12) is a strictly increasing function of $h_{0}>0$, for all $y \in\left(0, \sqrt{\frac{B}{A M}}\right)$, as well as its limit when $y$ tends to $0^{+}$:

$$
\lim _{y \rightarrow 0^{+}}\left(\delta_{1}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)-\delta_{2}\left(1+M y^{2}\right) G_{2}(y)\right)=\frac{\delta_{1}}{K_{0}}-\delta_{2},
$$

and the RHS of equation (12) is a strictly increasing function of $y>0$, we can conclude that $\xi$ is a strictly increasing function of $h_{0}>0$.

## 3. Existence and uniqueness of similarity solutions

Due to previous theorem, in order to analize the existence and uniqueness of similarity solutions of the free boundary value problem (1)-(7), we can focus on the solvability of equation (12). With this aim, we split our analysis into four cases which correspond to four possible combinations of the signs of the dimensionless parameters $M$ and $N$.

To prove the following results we will use properties of functions $g, G_{1}$ and $G_{2}$ involved in equation (12) which we proved in the Appendix.
Theorem 3.1. If $M>0$ and $N>0$ then:

1. If:

$$
\begin{equation*}
h_{0}>\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}} \tag{23}
\end{equation*}
$$

then equation (12) has at least one solution $\xi$, which satisfies $0<\xi<$ $\sqrt{\frac{B}{A M}}$.
2. If $p \leq 1$ then equation (12) has a solution $\xi$, which satisfies $0<\xi<$ $\sqrt{\frac{B}{A M}}$, if and only if (23) holds. Moreover, when (23) holds, equation (12) has a unique solution $\xi$, which satisfies $0<\xi<\sqrt{\frac{B}{A M}}$.

Proof. Let $M>0$ and $N>0$.

1. We have proved in the Appendix that:

$$
\lim _{y \rightarrow+\infty}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)=\left\{\begin{array}{cc}
0 & p<2 \\
-\infty & p \geq 2
\end{array}\right.
$$

and

$$
\lim _{y \rightarrow+\infty}\left(1+M y^{2}\right) G_{2}(y)=+\infty
$$

Then:

$$
\lim _{y \rightarrow+\infty}\left[\delta_{1}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)-\delta_{2}\left(1+M y^{2}\right) G_{2}(y)\right]=-\infty
$$

Furthermore:

$$
\lim _{y \rightarrow 0^{+}}\left[\delta_{1}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)-\delta_{2}\left(1+M y^{2}\right) G_{2}(y)\right]=\frac{\delta_{1}}{K_{0}}-\delta_{2}
$$

Let us assume that $h_{0}>\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}$. Since this inequality is equivalent to $\frac{\delta_{1}}{K_{0}}-\delta_{2}>0$, we have that the last limit is positive. Now taking into account that the RHS of (12) is an increasing function from 0 to $+\infty$, it follows that equation (12) has at least one positive solution.
Moreover, since:
$\lim _{y \rightarrow 0^{+}} \delta_{1}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)=\frac{\delta_{1}}{K_{0}}, \quad \lim _{y \rightarrow 0^{+}} \delta_{2}\left(1+M y^{2}\right) G_{2}(y)=\delta_{2}$,
$\lim _{y \rightarrow+\infty} \delta_{1}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)=-\infty, \lim _{y \rightarrow+\infty} \delta_{2}\left(1+M y^{2}\right) G_{2}(y)=+\infty$
and

$$
\frac{\delta_{1}}{K_{0}}>\delta_{2}
$$

we have that the LHS of (12) has positive zeros $q_{1}<q_{2}<\cdots$. Thus we can find a solution $\xi$ of (12) such that $\xi<q_{1}$. To prove that $0<\xi<$ $\sqrt{\frac{B}{A M}}$, only remains to note that each $q_{k}$ satisfies $q_{k}<\sqrt{\frac{B}{A M}}$.
2. Assume that $p \leq 1$ and $h_{0}>\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}$. We know that (see [8]):

$$
\frac{\partial}{\partial y} G_{1}(p, y)<0, \quad y>0
$$

Then:

$$
\begin{aligned}
& \frac{\partial}{\partial y}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)= \\
& \frac{-2 A M y}{B} G_{1}(p, y)+\left(1-\frac{A M}{B} y^{2}\right) \frac{\partial}{\partial y} G_{1}(p, y)<0, \quad 0<y<\sqrt{\frac{B}{A M}}
\end{aligned}
$$

which implies that $\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)$ is strictly decreasing in the interval $\left(0, \sqrt{\frac{B}{A M}}\right)$. Furthermore, $\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)$ is negative in the interval $\left(\sqrt{\frac{B}{A M}},+\infty\right)$. On the other hand, we know from the Appendix that $\left(1+M y^{2}\right) G_{2}(y)$ is a positive strictly incresing function of $y>0$. Therefore, the LHS of (12) is strictly decreasing in $\left(0, \sqrt{\frac{B}{A M}}\right)$ and negative in $\left(\sqrt{\frac{B}{A M}},+\infty\right)$. We also have that the limit of the LHS of (12) when $y$ tends to $0^{+}$is positive because we are assuming that $h_{0}>\frac{A}{B} \frac{k_{F}}{\sqrt{\pi \alpha_{F}}}$. Then, since RHS of (12) is strictly increasing from 0 to $+\infty$, we have that equation (12) has a unique solution $\xi \in\left(0, \sqrt{\frac{B}{A M}}\right)$.
Now, let us assume that (12) has a solution $\xi \in\left(0, \sqrt{\frac{B}{A M}}\right)$. Suppose $h_{0}$ does not verify the inequality (23), that is $\frac{\delta_{1}}{K_{0}}-\delta_{2} \leq 0$. As LHS of (12) is strictly decreasing in $\left(0, \sqrt{\frac{B}{A M}}\right)$, follows that LHS of (12) is negative in $\left(0, \sqrt{\frac{B}{A M}}\right)$. Since RHS of (12) is positive in $\left(0, \sqrt{\frac{B}{A M}}\right)$, we have a contradiction. Therefore $h_{0}>\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}$ and the thesis holds.

REmARK 3.2. The inequality (23) was obtained in [20] for the particular case $\rho=0$ 。

The following corollary summarizes previous results.
Corollary 3.3. If $M>0, N>0, p \leq 1$ and $h_{0}>\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}$ then the free boundary value problem (1)-(7) has a unique similarity solution of the type (9)-(11) and the dimensionless coefficient $\xi$ is a strictly increasing function of the parameter $h_{0}$ on the interval $\left(\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}},+\infty\right)$.
Theorem 3.4. If $M>0$ and $N<0$ then, if:

$$
h_{0}>\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}} \quad \text { and } \quad B<\frac{A M}{|N|}
$$

then equation (12) has at least one solution $\xi$, which satisfies $0<\xi<\sqrt{\frac{B}{A M}}$.
Proof. Let $M>0$ and $N<0$. We have that LHS of (12) is positive in $\left(0, q_{1}\right)$, where $q_{1}<\sqrt{\frac{B}{A M}}$. On the other hand, RHS of (12) is positive in $\left(0, \sqrt{\frac{1}{|N|}}\right)$. Since $\sqrt{\frac{B}{A M}}<\sqrt{\frac{1}{|N|}}$, we can find a solution $\xi$ of (12) which satisfies $0<\xi<$ $\sqrt{\frac{B}{A M}}$.

Theorem 3.5. If $M<0$ and $N>0$ then:

1. If:

$$
h_{0}>\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}
$$

and the LHS of (12) has positive zeros being $q_{1}$ the smaller one, then equation (12) has at least one solution $\xi$, which satisfies $0<\xi<q_{1}$.
2. If:

$$
h_{0} \leq \frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}} \quad \text { and } \quad N<\delta_{2} \sqrt{\pi}|M| \gamma_{0}
$$

then equation (12) has at least one positive solution.
Proof. Let $M<0$ and $N>0$.

1. It is analogous to the proof of the Theorem 3.1 (1).
2. Let us assume that $h_{0} \leq \frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}$ and $N<\delta_{2} \sqrt{\pi}|M| \gamma_{0}$. From the assymptotic behavior of $\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)$ and $\left(1+M y^{2}\right) G_{2}(y)$ when $y$ tends to $+\infty$ (see Appendix), we have that:

$$
\begin{aligned}
\lim _{y \rightarrow+\infty} \frac{\delta_{1}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)-\delta_{2}\left(1+M y^{2}\right) G_{2}(y)}{y+N y^{3}}= \\
=\left\{\begin{array}{cc}
-\frac{\delta_{2} \sqrt{\pi} \gamma_{0} M}{N} & p \leq 2 \\
-\frac{A M(p-2)}{B N}-\frac{\delta_{2} \sqrt{\pi} \gamma_{0} M}{N} & p>2
\end{array} .\right.
\end{aligned}
$$

Therefore:

$$
\lim _{y \rightarrow+\infty} \frac{\delta_{1}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)-\delta_{2}\left(1+M y^{2}\right) G_{2}(y)}{y+N y^{3}}>\frac{\delta_{2} \sqrt{\pi} \gamma_{0}|M|}{N}
$$

Then, it follows from the last inequality that the LHS of (12) tends to $+\infty$ faster than the RHS when $y$ tends to $+\infty$. Now, taking into account that:

$$
\lim _{y \rightarrow 0^{+}} \delta_{1}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)-\delta_{2}\left(1+M y^{2}\right) G_{2}(y)=\frac{\delta_{1}}{K_{0}}-\delta_{2}<0
$$

we have that equation (12) has at least one positive solution.

REMARK 3.6. When we have the condition $h_{0} \leq \frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}$ in the classical Stefan problem with $\rho=0$ we only obtain a heat transfer problem without a phasechange process [20].
Theorem 3.7. If $M<0$ and $N<0$ then:

1. If:

$$
h_{0}>\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}
$$

and the LHS of the equation (12) has positive zeros being $q_{1}$ the smaller one which satisfies:
(a) $q_{1}<\sqrt{1 /|N|}$, then equation (12) has at least two positive solutions, one of them satisfies $0<\xi<\sqrt{1 /|N|})$.
(b) $q_{1}=\sqrt{1 /|N|}$, then equation (12) has $\xi=q_{1}$ as solution.
2. If:

$$
h_{0}<\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}
$$

then equation (12) has at least one positive solution $\xi$.
Proof. Let $M<0$ and $N<0$.

1. (a) Assume that $h_{0}>\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}$.

We have proved in the Appendix that:

$$
\lim _{y \rightarrow+\infty}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)=\left\{\begin{array}{cc}
0 & p<2 \\
+\infty & p \geq 2
\end{array}\right.
$$

and

$$
\lim _{y \rightarrow+\infty}\left(1+M y^{2}\right) G_{2}(y)=-\infty
$$

Then:

$$
\lim _{y \rightarrow+\infty}\left[\delta_{1}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)-\delta_{2}\left(1+M y^{2}\right) G_{2}(y)\right]=+\infty
$$

Furthermore:

$$
\lim _{y \rightarrow 0^{+}}\left[\delta_{1}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)-\delta_{2}\left(1+M y^{2}\right) G_{2}(y)\right]=\frac{\delta_{1}}{K_{0}}-\delta_{2}
$$

On the other hand, the RHS of (12) is positive in $\left(0, \sqrt{\frac{1}{|N|}}\right)$ and negative in $\left(\sqrt{\frac{1}{|N|}},+\infty\right)$. Then, since $\frac{\delta_{1}}{K_{0}}-\delta_{2}>0$ and $q_{1}<\sqrt{1 /|N|}$
we have that equation (12) has at least two positive solutions, one of them satisfies $0<\xi<\sqrt{\frac{1}{|N|}}$.
(b) It is inmediate.
2. Now, let us assume that $h_{0}<\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}$. We have:

$$
\lim _{y \rightarrow+\infty}\left[\delta_{1}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)-\delta_{2}\left(1+M y^{2}\right) G_{2}(y)\right]=+\infty
$$

Furthermore:

$$
\lim _{y \rightarrow 0^{+}}\left[\delta_{1}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)-\delta_{2}\left(1+M y^{2}\right) G_{2}(y)\right]=\frac{\delta_{1}}{K_{0}}-\delta_{2}
$$

Taking into account that $\lim _{y \rightarrow 0^{+}}\left(y+N y^{3}\right)=0$ and $\lim _{y \rightarrow+\infty}\left(y+N y^{3}\right)=$ $-\infty$, since $\frac{\delta_{1}}{K_{0}}-\delta_{2}<0$ we have that equation (12) has at least one positive solution $\xi$.

Remark 3.8. Previous results imply that under the conditions specified in each case it is posible to find a similarity solution of the problem (1)-(7). Moreover, that solution guarantees a change of phase, that is, $A M \xi^{2}<u(0, t)<B$.

## 4. Relationship between the solutions of the Stefan problem with convective and temperature boundary conditions

In this section, we analyze the relationship between problem (1)-(7) and problem (1)-(6),(8) studied in [8], corresponding to a temperature condition at the fixed face $x=0$.

In [8] it was proved that if $M>0, N>0$ and $p \leq 2$, then the problem (1)-(6),(8) has a unique similarity solution of the type:

$$
\begin{align*}
& U(x, t)=B_{0}+\frac{A M \omega^{2}-B_{0}}{g(p, y)} \int_{0}^{\frac{x}{2 \alpha_{U} \sqrt{t}}} \exp \left(-r^{2}+p r \omega\right) d r  \tag{24}\\
& V(x, t)=\frac{A M \omega^{2} \operatorname{erf}\left(\frac{x}{2 \alpha_{F} \sqrt{ } t}\right)+A\left(\operatorname{erf}\left(\gamma_{0} \omega\right)-\operatorname{erf}\left(\frac{x}{2 \alpha_{F} \sqrt{ } t}\right)\right)}{\operatorname{erfc}\left(\gamma_{0} \omega\right)}  \tag{25}\\
& S(t)=2 \omega \alpha_{U} \sqrt{t} \tag{26}
\end{align*}
$$

where $\omega$ is the unique positive solution of the trascendental equation:

$$
\begin{equation*}
\widetilde{G}(M, p, y)=y+N y^{3} \tag{27}
\end{equation*}
$$

with:

$$
\begin{align*}
& \widetilde{G}(M, p, y)=\tilde{\delta}_{1}\left(1-\frac{A M}{B_{0}} y^{2}\right) \widetilde{G_{1}}(p, y)-\delta_{2}\left(1+M y^{2}\right) G_{2}(M, y) \quad y>0,  \tag{28}\\
& \widetilde{G}_{1}(p, y)=\frac{\exp \left((p-1) y^{2}\right)}{g(p, y)}  \tag{29}\\
& \tilde{\delta}_{1}=\frac{k_{U} B_{0}}{2 \alpha \alpha_{U}^{2}} .
\end{align*}
$$

Furthermore, $0<\omega<\sqrt{\frac{B_{0}}{A M}}$.
Henceforth, we will only deal with situations in which existence and uniqueness of similarity solutions of type (9)-(11) for problem (1)-(8) or of type (24)(26) for problem (1)-(6),(8), are guarantee.

Theorem 4.1. If $M>0, N>0, p \leq 1$ and $h_{0}>\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}$ then the dimensionless coefficient $\xi$ which characterizes the free boundary of the problem (1)-(7) satisfies:

$$
\begin{equation*}
0<\xi\left(h_{0}\right)<\omega_{\infty} \quad \forall h_{0} \in\left(\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}},+\infty\right) \tag{31}
\end{equation*}
$$

where $\omega_{\infty}$ is the coefficient which characterizes the free boundary of the problem (1)-(6),(8) when the temperature condition is given by $B$.

Proof. Assume that $M>0, N>0, p \leq 1$ and $h_{0}>\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}$. We know from Corollary 3.3 that the dimensionless coefficient $\xi$ is a strictly increasing function of the coefficient $h_{0}$ on the interval $\left(\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}},+\infty\right)$. We also know that $\xi$ satisfies equation (12) which became:

$$
\begin{equation*}
\delta_{1}\left(1-\frac{A M}{B_{0}} y^{2}\right) \widetilde{G_{1}}(p, y)-\delta_{2}\left(1+M y^{2}\right) G_{2}(M, y)=y+N y^{3} \tag{32}
\end{equation*}
$$

when $h_{0}$ tends to $+\infty$. Only remains to note that this last equation (32) has a unique solution $\omega_{\infty}$ because (32) is the corresponding equation to problem (1)-(6),(8) when $B_{0}=B$, which has a unique similarity solution under the hypothesis considered here.

THEOREM 4.2. If $M>0, N>0, p \leq 1$ and $h_{0}>\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}$ then the similarity solution (9)-(11) of the the problem (1)-(7), coincide with the similarity solution (24)-(26) of the problem (1)-(6),(8), when the external boundary temperature at $x=0$ is defined as:

$$
\begin{equation*}
B_{0}=\frac{2 h_{0} \alpha_{U} B g(p, \xi)+A M k_{U} \xi^{2}}{2 h_{0} \alpha_{U} g(p, \xi)+k_{U}} \tag{33}
\end{equation*}
$$

Moreover, the dimensionless parameters $\xi$ and $\omega$ which characterize the free boundary in each problem, are equals.

REMARK 4.3. Note that $B_{0}$ is positive since $B_{0}=\frac{2 h_{0} \alpha_{U} B g(p, \xi)+A M k_{U} \xi^{2}}{2 h_{0} \alpha_{U} g(p, \xi)+k_{U}}=$ $u(0, t), t>0$, and $u(0, t)>0$.
Proof. Assume that $M>0, N>0, p \leq 1, h_{0}>\frac{A}{B} \frac{k_{F}}{\sqrt{\pi d_{F}}}$ and $B_{0}$ is defined as in (33). First of all, we note that function $\widetilde{G}(M, p, y)$, given in (28), can be written as:
$\widetilde{G}(M, p, y)=\delta_{1}\left(\frac{B_{0}}{B}-\frac{A M}{B} y^{2}\right) \widetilde{G_{1}}(p, y)-\delta_{2}\left(1+M y^{2}\right) G_{2}(y) \quad y>0$.
Because of the definition of $B_{0}$, given in (33), we have:

$$
\frac{B_{0}}{B}-\frac{A M}{B} y^{2}=\frac{g(p, \xi)\left(1-\frac{A M}{B} y^{2}\right)+\frac{A M}{B} K_{0}\left(\xi^{2}-y^{2}\right)}{g(p, \xi)+K_{0}}
$$

Then, equation (27) can be written as:

$$
\begin{align*}
& \delta_{1}\left(\frac{g(p, \xi)}{g(p, y)}\left(1-\frac{A M}{B} y^{2}\right)+\frac{A M K_{0}}{B g(p, y)}\left(\xi^{2}-y^{2}\right)\right) G_{1}(p, y)  \tag{34}\\
& \quad-\delta_{2}\left(1+M y^{2}\right) G_{2}(y)=y+N y^{3}
\end{align*}
$$

Now, since $\xi$ satisfies equation (12), it follows that $\xi$ satisfies equation (34). Therefore, $\xi$ coincide with the coefficient $\omega$ which characterize the free boundary of the problem (1)-(8). Finally, from elementary calculations, we have that similarity solutions given in (9)-(11) and (24)-(26) are coincident.

In the same way that the proof of the previous theorem, it can be shown the following result.

THEOREM 4.4. If $M>0, N>0$ and $p \leq 1$ then the similarity solution (24)(26) of the problem (1)-(6),(8) coincide with the similarity solution (9)-(11) of the problem (1)-(7), when the coefficient which characterizes the heat transfer at the fixed face $x=0$ is defined by:

$$
\begin{equation*}
h_{0}=\frac{k_{U}\left(B_{0}-A M \omega^{2}\right)}{2 \alpha_{U}\left(B-B_{0}\right) g(p, \omega)} \tag{35}
\end{equation*}
$$

and the boundary temperature $B$ at $x=0$ is such that $B>B_{0}$.
Moreover, the dimensionless parameters $\omega$ and $\xi$ which define the free boundary in each problem, are equals.

Remark 4.5. Note that $h_{0}$ is a positive number since $B_{0}-A M \omega^{2}>0$ and $B-B_{0}>$ 0.

We can conclude now that in the sense established in Theorems 4.2 and 4.4, Stefan problems with convective and temperature conditions at the fixed face $x=0$ given by (1)-(7) and (1)-(6),(8), respectively, are equivalent when inequality (23) is verified by data.

Theorem 4.6. If $M>0, N>0$ and $p \leq 1$ then the coefficient $\omega$ which characterizes the free boundary of the problem (1)-(6),(8) satisfies the following inequality:

$$
\begin{equation*}
\frac{B_{0}-A M \omega^{2}}{g(p, \omega)}>\frac{2 \alpha_{U} k_{F} A\left(B-B_{0}\right)}{\alpha_{F} k_{U} B \sqrt{\pi}}, \quad \forall B>B_{0} \tag{36}
\end{equation*}
$$

Proof. Assume that $M>0, N>0$ and $p \leq 1$, and let $B>B_{0}$. We know from Theorem 4.4, that the problem (1)-(7) has a similarity solution of the type (9)-(11) when the external boundary temperature is given by $B$ and the coefficient $h_{0}$ is defined as in (35). We also know that the coefficients which characterize the free boundary in problems (1)-(7) and (1)-(6), (8) are equals, that is $\xi=\omega$. Therefore, since $0<\omega<\sqrt{\frac{B_{0}}{A M}}$ and $B>B_{0}$, we have that $0<\xi<\sqrt{\frac{B}{A M}}$. Then, due to Theorem 3.1, part 2, inequality (23) holds. Only remains to note that inequality (23) becames inequality (36) when $h_{0}$ is defined as in (35).

By taking limit when $B$ tends to $+\infty$ into both sides of inequality (36), we have the following corollary.

Corollary 4.7. If $M>0, N>0$ and $p \leq 1$ then the coefficient $\omega$ which characterizes the free boundary of the problem (1)-(6),(8) satisfies the following inequality:

$$
\begin{equation*}
\frac{B_{0}-A M \omega^{2}}{g(p, \omega)}>\frac{2 \alpha_{U} A k_{F}}{\alpha_{F} k_{U} \sqrt{\pi}} \tag{37}
\end{equation*}
$$

Remark 4.8. For the classical Stefan problem with $\rho=0$ the inequality (37) for the coefficient $\omega$, which characterizes the free boundary $s(t)$, given by (26), become:

$$
\operatorname{erf}(\omega)<\frac{B_{0}}{A} \frac{k_{U}}{k_{F}} \sqrt{\frac{d_{F}}{d_{U}}}
$$

which was obtained in [19].

## 5. Appendix

Proposition 5.1. For any $M \in \mathbb{R}$ and $p \in \mathbb{R}$ :

1. If $p<2$ then:

$$
\begin{equation*}
\lim _{y \rightarrow+\infty}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)=0 \tag{38}
\end{equation*}
$$

2. If $p \geq 2$ then:

$$
\lim _{y \rightarrow+\infty}\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y)=\left\{\begin{array}{cl}
-\infty & M>0  \tag{39}\\
+\infty & M<0
\end{array}\right.
$$

and

$$
\left(1-\frac{A M}{B} y^{2}\right) G_{1}(p, y) \simeq\left\{\begin{array}{cc}
-\frac{2 A M}{B \sqrt{\pi}} y^{2} & p=2  \tag{40}\\
-\frac{A M(p-2)}{B} y^{3} & p>2
\end{array}\right.
$$

when $y \rightarrow+\infty$.
Proof. Let $M$ and $p$ real numbers.

1. Proof of (38) is an immediate consecuence of the following facts:

$$
\begin{equation*}
\lim _{y \rightarrow+\infty} G_{1}(p, y)=0 \quad \text { and } \quad \lim _{y \rightarrow+\infty} y^{2} G_{1}(p, y)=0 \tag{41}
\end{equation*}
$$

Then, we will prove (41). We split the proof into three cases depending on the sign of the parameter $p$.
(a) $0<p \leq 1$

Since $\lim _{y \rightarrow+\infty} g(p, y)=+\infty($ see $[8])$, we have:

$$
\lim _{y \rightarrow+\infty} G_{1}(p, y)=0
$$

On the other hand,

$$
\begin{gathered}
\lim _{y \rightarrow+\infty}\left(y^{2} G_{1}(p, y)\right)^{-1}= \\
\lim _{y \rightarrow+\infty}\left(\frac{K_{0}}{y^{2} \exp \left((p-1) y^{2}\right)}+\frac{g(p, y)}{y^{2} \exp \left((p-1) y^{2}\right)}\right)=+\infty \\
\text { since } \lim _{y \rightarrow+\infty} \frac{g(p, y)}{y^{2}}=+\infty(\text { see }[10]) . \text { Then, } \lim _{y \rightarrow+\infty} y^{2} G_{1}(p, y)=0
\end{gathered}
$$

(b) $1<p<2$

First of all, we note that:

$$
g(p, y)=\frac{\sqrt{\pi}}{2} \exp \left(\left(\frac{p}{2} y^{2}\right)^{2}\right)\left(\operatorname{erf}\left(\frac{p}{2} y\right)+\operatorname{erf}\left(\frac{2-p}{2} y\right)\right)
$$

Then:

$$
\begin{aligned}
& \lim _{y \rightarrow+\infty} G_{1}(p, y)= \\
& \lim _{y \rightarrow+\infty} \frac{\exp \left(-\left(\frac{p}{2}-1\right)^{2} y^{2}\right)}{K_{0} \exp \left(-\left(\frac{p}{2} y\right)^{2}\right)+\frac{\sqrt{\pi}}{2}}\left(\operatorname{erf}\left(\frac{p}{2} y\right)+\operatorname{erf}\left(\frac{2-p}{2} y\right)\right)=0
\end{aligned}
$$

The proof of $\lim _{y \rightarrow+\infty} y^{2} G_{1}(p, y)=0$ is similar to the previous one.
(c) $p \leq 0$

It is useful to write $G_{1}(p, y)$ in the following way:

$$
\begin{aligned}
& G_{1}(p, y)=\left[K_{0} \exp \left((1-p) y^{2}\right)+\right. \\
& \left.\quad \frac{\sqrt{\pi}}{2} \exp \left(\left(1-\frac{p}{2}\right)^{2} y^{2}\right)\left(\operatorname{erf}\left(\left(1-\frac{p}{2}\right) y\right)-\operatorname{erf}\left(-\frac{p}{2} y\right)\right)\right]^{-1}
\end{aligned}
$$

Then, since:

$$
\begin{aligned}
& \lim _{y \rightarrow+\infty}\left[K_{0} \exp \left((1-p) y^{2}\right)+\right. \\
& \left.\frac{\sqrt{\pi}}{2} \exp \left(\left(1-\frac{p}{2}\right)^{2} y^{2}\right)\left(\operatorname{erf}\left(\left(1-\frac{p}{2}\right) y\right)-\operatorname{erf}\left(-\frac{p}{2} y\right)\right)\right]=+\infty
\end{aligned}
$$

we have that $\lim _{y \rightarrow+\infty} G_{1}(p, y)=0$.
The proof of $\lim _{y \rightarrow+\infty} y^{2} G_{1}(p, y)=0$ is similar to the previous one.
2. Now, we have:

$$
\begin{equation*}
\lim _{y \rightarrow+\infty} y^{2} G_{1}(p, y)=0 \tag{42}
\end{equation*}
$$

In fact:

$$
\begin{aligned}
& \lim _{y \rightarrow+\infty} G_{1}(p, y)= \lim _{y \rightarrow+\infty} \frac{2(p-1) y \exp \left((p-1) y^{2}\right)}{\frac{\partial}{\partial y} g(p, y)} \geq \\
& \lim _{y \rightarrow+\infty} \frac{2(p-1) y \exp \left((p-1) y^{2}\right)}{\exp \left((p-1) y^{2}\right)+p y g(p, y)}
\end{aligned}
$$

and

$$
\begin{aligned}
& \lim _{y \rightarrow+\infty}\left(\frac{2(p-1) y \exp \left((p-1) y^{2}\right)}{\exp \left((p-1) y^{2}\right)+\operatorname{pyg}(p, y)}\right)^{-1}= \\
& \lim _{y \rightarrow+\infty} \frac{1}{2(p-1) y}+\frac{1}{2 y(p-1)} \frac{y g(p, y)}{\exp \left((p-1) y^{2}\right)}=0 .
\end{aligned}
$$

For the last limit, we are using the fact that $\lim _{y \rightarrow+\infty} \frac{y g(p, y)}{\exp \left((p-1) y^{2}\right)}=$ $\frac{1}{p-2}$ (see [10]). Then $\lim _{y \rightarrow+\infty} y^{2} G_{1}(p, y)=0$.
Finally, (40) follows from similar arguments.

The following result is proved in [8].
Proposition 5.2. We have:

$$
\lim _{y \rightarrow+\infty}\left(1+M y^{2}\right) G_{2}(y)= \begin{cases}+\infty & M>0  \tag{43}\\ -\infty & M<0\end{cases}
$$

and

$$
\begin{equation*}
\left(1+M y^{2}\right) G_{2}(y) \simeq \sqrt{\pi} \gamma_{0} M y^{3} \text { as } y \rightarrow+\infty \tag{44}
\end{equation*}
$$

Furthermore, when $M>0,\left(1+M y^{2}\right) G_{2}(y)$ is an increasing function of $y>0$.
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# Stratonovich-Weyl correspondence via Berezin quantization 

Benjamin Cahen


#### Abstract

Let $G$ be a quasi-Hermitian Lie group and let $K$ be a maximal compactly embedded subgroup of $G$. Let $\pi$ be a unitary representation of $G$ which is holomorphically induced from a unitary representation $\rho$ of $K$. We introduce and study a notion of complex-valued Berezin symbol for an operator acting on the space of $\pi$ and the corresponding notion of Stratonovich-Weyl correspondence. This generalizes some results already obtained in the case when $\rho$ is a unitary character, see [19]. As an example, we treat in detail the case of the Heisenberg motion groups.
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## 1. Introduction

There are different ways to extend the usual Weyl correspondence between functions on $\mathbb{R}^{2 n}$ and operators on $L^{2}\left(\mathbb{R}^{n}\right)$ to the general setting of a Lie group acting on a homogeneous space [1, 13, 29]. In this paper, we focuse on Stratonovich-Weyl correspondences. The notion of Stratonovich-Weyl correspondence was introduced in [42] and its systematic study began with the work of J.M. Gracia-Bondìa, J.C. Vàrilly and their co-workers (see [11, 23, 25, $27,28]$ ). The following definition is taken from [27], see also [28].

Definition 1.1. Let $G$ be a Lie group and $\pi$ a unitary representation of $G$ on a Hilbert space $\mathcal{H}$. Let $M$ be a homogeneous $G$-space and let $\mu$ be a (suitably normalized) $G$-invariant measure on $M$. Then a Stratonovich-Weyl correspondence for the triple $(G, \pi, M)$ is an isomorphism $W$ from a vector space of operators on $\mathcal{H}$ to a space of (generalized) functions on $M$ satisfying the following properties:

1. W maps the identity operator of $\mathcal{H}$ to the constant function 1 ;
2. the function $W\left(A^{*}\right)$ is the complex-conjugate of $W(A)$;
3. Covariance: we have $W\left(\pi(g) A \pi(g)^{-1}\right)(x)=W(A)\left(g^{-1} \cdot x\right)$;
4. Traciality: we have

$$
\int_{M} W(A)(x) W(B)(x) d \mu(x)=\operatorname{Tr}(A B)
$$

A basic example is the case when $G$ is the $(2 n+1)$-dimensional Heisenberg group $H_{n}$ acting on $\mathbb{R}^{2 n}$ by translations and $\pi$ is a Schrödinger representation of $H_{n}$ on $L^{2}\left(\mathbb{R}^{n}\right)$. In this case, the usual Weyl correspondence (see [26]) provides a Stratonovich-Weyl correspondence for the triple $\left(H_{n}, \pi, \mathbb{R}^{2 n}\right)[6,40,44]$.

Stratonovich-Weyl correspondences were constructed for various Lie group representations, in particular for the massive representations of the Poincaré group [23, 27].

In [19], we constructed and studied a Stratonovich-Weyl correspondence for a quasi-Hermitian Lie group $G$ and a unitary representation $\pi$ of $G$ which is holomorphically induced from a unitary character of a compactly embedded subgroup $K$ of $G$ (see also [15] and [16]). In this case, $M$ is taken to be a coadjoint orbit of $G$ which is associated with $\pi$ by the Kirillov-Kostant method of orbits $[33,34]$ and we can consider the Berezin calculus on $M$ [9, 10]. Recall that the Berezin map $S$ is an isomorphism from the Hilbert space of all HilbertSchmidt operators on $\mathcal{H}$ (endowed with the Hilbert-Schmidt norm) onto a space of square-integrable functions on a homogeneous complex domain [43]. In this situation, we can apply an idea of [25] (see also [3] and [4]) and construct a Stratonovich-Weyl correspondence for $(G, \pi, M)$ by taking the isometric part $W$ in the polar decomposition of $S$, that is, $W:=\left(S S^{*}\right)^{-1 / 2} S$. Note that $B:=S S^{*}$ is the so-called Berezin transform which have been intensively studied by many authors, see in particular [24, 38, 39, 43, 46].

In [19], we also showed that if the Lie algebra $\mathfrak{g}$ of $G$ is reductive then $W$ can be extended to a class of functions which contains $S(d \pi(X))$ for each $X \in \mathfrak{g}$ and that, for each simple ideal $\mathfrak{s}$ in $\mathfrak{g}$, there exists a constant $c \geq 0$ such that $W(d \pi(X))=c S(d \pi(X))$ for each $X \in \mathfrak{s}$. Similar results have been obtained for different examples of non-reductive Lie groups, see in particular [21].

On the other hand, in [17] and [18] we also obtained a Stratonovich-Weyl correspondence for a non-scalar holomorphic discrete series representation of a semi-simple Lie group by introducing a generalized Berezin map.

In the present paper, we adapt the method and the arguments of [17] and [18] in order to generalize the results of [19] to the case when $\pi$ is holomorphically induced from a unitary representation $\rho$ of $K$ (in a finite-dimensional vector space $V$ ) which is not necessarily a character. More precisely, we prove that the coadjoint orbit $\mathcal{O}$ of $G$ associated with $\pi$ is diffeomorphic to the product $\mathcal{D} \times o$ where $\mathcal{D}$ is a complex domain and $o$ is the coadjoint orbit of $K$ associated
with $\rho$. Then, following [17], we introduce a Berezin calculus for $\operatorname{End}(V)$-valued functions on $\mathcal{D}$. By combining this calculus with the usual Berezin calculus $s$ on $o$, we obtain a Berezin calculus $S$ on $\mathcal{O}$ which is $G$-equivariant with respect to $\pi$. Thus, we get a Stratonovich-Weyl correspondence for the triple $(G, \pi, \mathcal{O})$ by taking the isometric part of $S$.

As an illustration, we consider the case when $G$ is a Heisenberg motion group, that is, the semi-direct product of the $(2 n+1)$-Heisenberg group $H_{n}$ with a compact subgroup of the unitary group $U(n)$. Note that Heisenberg motion groups play an important role in the theory of Gelfand pairs, since the study of a Gelfand pair of the form $\left(K_{0}, N\right)$ where $K_{0}$ is a compact Lie group acting by automorphisms on a nilpotent Lie group $N$ can be reduced to that of the form $\left(K_{0}, H_{n}\right)[7,8]$.

In this case, the space $\mathcal{H}$ of $\pi$ can be decomposed as $\mathcal{H}_{0} \otimes V$ where $\mathcal{H}_{0}$ is the Fock space and we show that for each operator $A$ on $\mathcal{H}$ of the form $A_{1} \otimes A_{2}$ we have the decomposition formula $S(A)(Z, \varphi)=S_{0}\left(A_{1}\right)(Z) s\left(A_{2}\right)(\varphi)$ where $S_{0}$ denotes the Berezin calculus on $\mathcal{H}_{0}$. Moreover, we verify that the Berezin transform takes a simple form and then can be extended to the functions of the form $S\left(d \pi\left(X_{1} X_{2} \cdots X_{p}\right)\right)$ for $X_{1}, X_{2}, \ldots, X_{p} \in \mathfrak{g}$ and we compute explicitely $W(d \pi(X))$ for $X \in \mathfrak{g}$.

## 2. Preliminaries

All the material of this section is taken from the excellent book of K.-H. Neeb, [37, Chapters VIII and XII], (see also [41, Chapter II] and, for the Hermitian case, [30, Chapter VIII] and [31, Chapter 6]).

Let $\mathfrak{g}$ be a real quasi-Hermitian Lie algebra, that is, a real Lie algebra for which the centralizer in $\mathfrak{g}$ of the center $\mathcal{Z}(\mathfrak{k})$ of a maximal compactly embedded subalgebra $\mathfrak{k}$ coincides with $\mathfrak{k}$ [37, p. 241]. We assume that $\mathfrak{g}$ is not compact. Let $\mathfrak{g}^{c}$ be the complexification of $\mathfrak{g}$ and $Z=X+i Y \rightarrow Z^{*}=-X+i Y$ the corresponding involution. We fix a compactly embedded Cartan subalgebra $\mathfrak{h} \subset \mathfrak{k},\left[37\right.$, p. 241], and we denote by $\mathfrak{h}^{c}$ the corresponding Cartan subalgebra of $\mathfrak{g}^{c}$. We write $\Delta:=\Delta\left(\mathfrak{g}^{c}, \mathfrak{h}^{c}\right)$ for the set of roots of $\mathfrak{g}^{c}$ relative to $\mathfrak{h}^{c}$ and $\mathfrak{g}^{c}=\mathfrak{h}^{c} \oplus \sum_{\alpha \in \Delta} \mathfrak{g}_{\alpha}$ for the root space decomposition of $\mathfrak{g}^{c}$. Note that $\alpha(\mathfrak{h}) \in i \mathbb{R}$ for each $\alpha \in \Delta$ [37, p. 233]. Recall that a root $\alpha \in \Delta$ is called compact if $\alpha\left(\left[Z, Z^{*}\right]\right)>0$ holds for some element $Z \in \mathfrak{g}_{\alpha}$. All other roots are called noncompact [37, p. 235]. We write $\Delta_{k}$, respectively $\Delta_{p}$, for the set of compact, respectively non-compact, roots. Note that $\mathfrak{k}^{c}=\mathfrak{h}^{c} \oplus \sum_{\alpha \in \Delta_{k}} \mathfrak{g}_{\alpha}$ [37, p. 235]. Recall also that a subset $\Delta^{+} \subset \Delta$ is called a positive system if there exists an element $X_{0} \in i \mathfrak{h}$ such that $\Delta^{+}=\left\{\alpha \in \Delta: \alpha\left(X_{0}\right)>0\right\}$ and $\alpha\left(X_{0}\right) \neq 0$ for all $\alpha \in \Delta$. A positive system is then said to be adapted if for $\alpha \in \Delta_{k}$ and $\beta \in \Delta^{+} \cap \Delta_{p}$ we have $\beta\left(X_{0}\right)>\alpha\left(X_{0}\right),[37$, p. 236]. Here we fix a positive adapted system $\Delta^{+}$and we set $\Delta_{p}^{+}:=\Delta^{+} \cap \Delta_{p}$ and $\Delta_{k}^{+}:=\Delta^{+} \cap \Delta_{k}$, see [37,
p. 241].

Let $G^{c}$ be a simply connected complex Lie group with Lie algebra $\mathfrak{g}^{c}$ and $G \subset G^{c}$, respectively, $K \subset G^{c}$, the analytic subgroup corresponding to $\mathfrak{g}$, respectively, $\mathfrak{k}$. We also set $K^{c}=\exp \left(\mathfrak{k}^{c}\right) \subset G^{c}$ as in [37, p. 506].

Let $\mathfrak{p}^{+}=\sum_{\alpha \in \Delta_{p}^{+}} \mathfrak{g}_{\alpha}$ and $\mathfrak{p}^{-}=\sum_{\alpha \in \Delta_{p}^{+}} \mathfrak{g}_{-\alpha}$. We denote by $P^{+}$and $P^{-}$ the analytic subgroups of $G^{c}$ with Lie algebras $\mathfrak{p}^{+}$and $\mathfrak{p}^{-}$. Then $G$ is a group of the Harish-Chandra type [37, p. 507], that is, the following properties are satisfied:

1. $\mathfrak{g}^{c}=\mathfrak{p}^{+} \oplus \mathfrak{k}^{c} \oplus \mathfrak{p}^{-}$is a direct sum of vector spaces, $\left(\mathfrak{p}^{+}\right)^{*}=\mathfrak{p}^{-}$and $\left[\mathfrak{k}^{+}, \mathfrak{p}^{ \pm}\right] \subset \mathfrak{p}^{ \pm} ;$
2. The multiplication map $P^{+} K^{c} P^{-} \rightarrow G^{c},(z, k, y) \rightarrow z k y$ is a biholomorphic diffeomorphism onto its open image;
3. $G \subset P^{+} K^{c} P^{-}$and $G \cap K^{c} P^{-}=K$.

Moreover, there exists an open connected $K$-invariant subset $\mathcal{D} \subset \mathfrak{p}^{+}$ such that one has $G K^{c} P^{-}=\exp (\mathcal{D}) K^{c} P^{-}$, [37, p. 497]. We denote by $\zeta: P^{+} K^{c} P^{-} \rightarrow P^{+}, \kappa: P^{+} K^{c} P^{-} \rightarrow K^{c}$ and $\eta: P^{+} K^{c} P^{-} \rightarrow P^{-}$the projections onto $P^{+}$, $K^{c}$ - and $P^{-}$-component. For $Z \in \mathfrak{p}^{+}$and $g \in G^{c}$ with $g \exp Z \in P^{+} K^{c} P^{-}$, we define the element $g \cdot Z$ of $\mathfrak{p}^{+}$by $g \cdot Z:=\log \zeta(g \exp Z)$. Note that we have $\mathcal{D}=G \cdot 0$.

We also denote by $g \rightarrow g^{*}$ the involutive anti-automorphism of $G^{c}$ which is obtained by exponentiating $X \rightarrow X^{*}$. We denote by $p_{\mathfrak{p}^{+}}, p_{\mathfrak{k}^{c}}$ and $p_{\mathfrak{p}^{-}}$the projections of $\mathfrak{g}^{c}$ onto $\mathfrak{p}^{+}, \mathfrak{k}^{c}$ and $\mathfrak{p}^{-}$associated with the direct decomposition $\mathfrak{g}^{c}=\mathfrak{p}^{+} \oplus \mathfrak{k}^{c} \oplus \mathfrak{p}^{-}$.

The $G$-invariant measure on $\mathcal{D}$ is $d \mu(Z):=\chi_{0}\left(\kappa\left(\exp Z^{*} \exp Z\right)\right) d \mu_{L}(Z)$ where $\chi_{0}$ is the character on $K^{c}$ defined by $\chi_{0}(k)=\operatorname{Det}_{p^{+}}(\operatorname{Ad} k)$ and $d \mu_{L}(Z)$ is a Lebesgue measure on $\mathcal{D}$ [37, p. 538].

Now, we construct a section of the action of $G$ on $\mathcal{D}$, that is, a map $Z \rightarrow g_{Z}$ from $\mathcal{D}$ to $G$ such that $g_{Z} \cdot 0=Z$ for each $Z \in \mathcal{D}$. Such a section will be needed later. In [20], we proved the following proposition.

Proposition 2.1. Let $Z \in \mathcal{D}$. There exists a unique element $k_{Z}$ in $K^{c}$ such that $k_{Z}^{*}=k_{Z}$ and $k_{Z}^{2}=\kappa\left(\exp Z^{*} \exp Z\right)^{-1}$. Each $g \in G$ such that $g \cdot 0=Z$ is then of the form $g=\exp \left(-Z^{*}\right) \zeta\left(\exp Z^{*} \exp Z\right) k_{Z}^{-1} h$ where $h \in K$. Consequently, the $\operatorname{map} Z \rightarrow g_{Z}:=\exp \left(-Z^{*}\right) \zeta\left(\exp Z^{*} \exp Z\right) k_{Z}^{-1}$ is a section for the action of $G$ on $\mathcal{D}$.

Note that we have

$$
\begin{aligned}
g_{Z} & =\exp \left(-Z^{*}\right) \zeta\left(\exp Z^{*} \exp Z\right) k_{Z}^{-1} \\
& =\exp Z \eta\left(\exp Z^{*} \exp Z\right)^{-1} \kappa\left(\exp Z^{*} \exp Z\right)^{-1} k_{Z}^{-1} \\
& =\exp Z \eta\left(\exp Z^{*} \exp Z\right)^{-1} k_{Z}
\end{aligned}
$$

and then $\kappa\left(g_{Z}\right)=k_{Z}$.

## 3. Representations

Let $(\rho, V)$ be a (finite-dimensional) unitary irreducible representation of $K$ with highest weight $\lambda$ (relative to $\Delta_{c}^{+}$). We also denote by $\rho$ the extension of $\rho$ to $K^{c}$ and by $\tilde{\rho}$ the extension of $\rho$ to $K^{c} P^{-}$which is trivial on $P^{-}$. First, we verify that the representation $\pi$ of $G$ which is associated with $\rho$ as in [37, Proposition XII.2.1], can be obtained by holomorphic induction from $\rho$.

Let us introduce the Hilbert $G$-bundle $L:=G \times{ }_{\rho} V$ over $G / K$. Recall that an element of $L$ is an equivalence class

$$
[g, v]=\left\{\left(g k, \rho(k)^{-1} v\right): k \in K\right\}
$$

where $g \in G, v \in V$ and that $G$ acts on $L$ by left translations: $g\left[g^{\prime}, v\right]:=\left[g g^{\prime}, v\right]$.
The projection map $[g, v] \rightarrow g K$ is then $G$-equivariant. The $G$-invariant Hermitian structure on $L$ is given by

$$
\left\langle[g, v],\left[g, v^{\prime}\right]\right\rangle=\left\langle v, v^{\prime}\right\rangle_{V}
$$

where $g \in G$ and $v, v^{\prime} \in V$.
The space $G / K$ being endowed with the complex structure defined in Section 2 , let $\mathcal{H}^{0}$ be the space of all holomorphic sections $s$ of $L$ which are squareintegrable with respect to the invariant measure $\mu_{0}$ on $G / K$, that is,

$$
\|s\|_{\mathcal{H}^{0}}^{2}=\int_{G / K}\langle s(p), s(p)\rangle d \mu_{0}(p)<+\infty
$$

We can consider the action $\pi_{0}$ of $G$ on $\mathcal{H}^{0}$ defined by

$$
\left(\pi_{0}(g) s\right)(p)=g s\left(g^{-1} p\right)
$$

Recall also that the map $g K \rightarrow \log \zeta(g)$ is a diffeomorphism from $G / K$ onto $\mathcal{D}$ (see Section 2) whose inverse is the diffeomorphism $\sigma$ from $\mathcal{D}$ onto $G / K$ defined by $\sigma(Z)=g_{Z} K$. We can verify that $\sigma$ intertwines the natural action of $G$ on $G / K$ and the action of $G$ on $\mathcal{D}$ introduced in Section 2, that is, we have $\sigma(g \cdot Z)=g \sigma(Z)$ for each $Z \in \mathcal{D}$ and each $g \in G$. Then we have $\mu_{0}=\left(\sigma^{-1}\right)^{*}(\mu)$.

Now, we will introduce a realization of $\pi_{0}$ on a space of functions on $\mathcal{D}$. To this aim, we associate with any $s \in \mathcal{H}^{0}$ the function $f_{s}: \mathcal{D} \rightarrow V$ defined by $s(\sigma(Z))=\left[g_{Z}, \tilde{\rho}\left(g_{Z}^{-1} \exp Z\right) f_{s}(Z)\right]$. Then, for each $s$ and $s^{\prime}$ in $\mathcal{H}^{0}$, we have

$$
\begin{aligned}
\left\langle s(\sigma(Z)), s^{\prime}(\sigma(Z))\right\rangle & =\left\langle\tilde{\rho}\left(g_{Z}^{-1} \exp Z\right) f_{s}(Z), \tilde{\rho}\left(g_{Z}^{-1} \exp Z\right) f_{s^{\prime}}(Z)\right\rangle_{V} \\
& =\left\langle\tilde{\rho}\left(g_{Z}^{-1} \exp Z\right)^{*} \tilde{\rho}\left(g_{Z}^{-1} \exp Z\right) f_{s}(Z), f_{s^{\prime}}(Z)\right\rangle_{V} \\
& =\left\langle\tilde{\rho}\left(\kappa\left(\exp Z^{*} \exp Z\right)\right) f_{s}(Z), f_{s^{\prime}}(Z)\right\rangle_{V}
\end{aligned}
$$

since $g_{Z}^{*} g_{Z}=e($ the unit element of $G)$.
This implies that

$$
\left\langle s, s^{\prime}\right\rangle_{\mathcal{H}^{0}}=\int_{\mathcal{D}}\left\langle\rho\left(\kappa\left(\exp Z^{*} \exp Z\right)\right) f_{s}(Z), f_{s^{\prime}}(Z)\right\rangle_{V} d \mu(Z) .
$$

This leads us to introduce the Hilbert space $\mathcal{H}$ of all holomorphic functions $f: \mathcal{D} \rightarrow V$ such that

$$
\|f\|_{\mathcal{H}}^{2}:=\int_{\mathcal{D}}\left\langle\rho\left(\kappa\left(\exp Z^{*} \exp Z\right)\right) f(Z), f(Z)\right\rangle_{V} d \mu(Z)<+\infty .
$$

On the other hand, for each $s \in \mathcal{H}^{0}, g \in G$ and $Z \in \mathcal{D}$, we have

$$
\begin{aligned}
& \left(\pi_{0}(g) s\right)(\sigma(Z))=g s\left(g^{-1} \sigma(Z)\right) \\
& \quad=g\left[g_{g^{-1} \cdot Z}, \tilde{\rho}\left(g_{g^{-1} \cdot Z}^{-1} \exp \left(g^{-1} \cdot Z\right)\right) f_{s}\left(g^{-1} \cdot Z\right)\right] \\
& \quad=\left[g_{Z}, \tilde{\rho}\left(g_{Z}^{-1} g \exp \left(g^{-1} \cdot Z\right)\right) f_{s}\left(g^{-1} \cdot Z\right)\right] .
\end{aligned}
$$

Then we get

$$
\begin{aligned}
f_{\pi_{0}(g) s}(Z) & =\tilde{\rho}\left(g_{Z}^{-1} \exp Z\right)^{*} \tilde{\rho}\left(g_{Z}^{-1} g \exp \left(g^{-1} \cdot Z\right)\right) f_{s}\left(g^{-1} \cdot Z\right) \\
& =\tilde{\rho}\left(\exp (-Z) g \exp \left(g^{-1} \cdot Z\right)\right) f_{s}\left(g^{-1} \cdot Z\right) .
\end{aligned}
$$

Now, noting that

$$
g^{-1} \exp Z=\exp \left(g^{-1} \cdot Z\right) \kappa\left(g^{-1} \exp Z\right) \eta\left(g^{-1} \exp Z\right),
$$

we obtain

$$
f_{\pi_{0}(g) s}(Z)=\rho\left(\kappa\left(g^{-1} \exp Z\right)\right)^{-1} f_{s}\left(g^{-1} \cdot Z\right) .
$$

Let $J(g, Z):=\rho(\kappa(g \exp Z))$ for $g \in G$ and $Z \in \mathcal{D}$. Hence we can conclude that the equality

$$
(\pi(g) f)(Z)=J\left(g^{-1}, Z\right)^{-1} f\left(g^{-1} \cdot Z\right)
$$

defines a unitary representation $\pi$ of $G$ on $\mathcal{H}$ which is unitarily equivalent to $\pi_{0}$. This is precisely the representation of $G$ introduced in [37, Proposition XII.2.1]. Note also that $\pi$ is irreducible since $\rho$ is irreducible, [37, p. 515].

We denote $K(Z, W):=\rho\left(\kappa\left(\exp W^{*} \exp Z\right)\right)^{-1}$ for $Z, W \in \mathcal{D}$. The evaluation maps $K_{Z}: \mathcal{H} \rightarrow V, f \rightarrow f(Z)$ are continuous [37, p. 539]. The generalized coherent states of $\mathcal{H}$ are the maps $E_{Z}=K_{Z}^{*}: V \rightarrow \mathcal{H}$ defined by $\langle f(Z), v\rangle_{V}=\left\langle f, E_{Z} v\right\rangle$ for $f \in \mathcal{H}$ and $v \in V$.

We have the following result, see [37, p. 540].

Proposition 3.1. (1) There exists a constant $c_{\rho}>0$ such that $E_{Z}^{*} E_{W}=$ $c_{\rho} K(Z, W)$ for each $Z, W \in \mathcal{D}$.
(2) For $g \in G$ and $Z \in \mathcal{D}$, we have $E_{g \cdot Z}=\pi(g) E_{Z} J(g, Z)^{*}$.

In the rest of this section, we give an explicit expression for the derived representation $d \pi$. We use the following notation. If $L$ is a Lie group and $X$ is an element of the Lie algebra of $L$ then we denote by $X^{+}$the right invariant vector field on $L$ generated by $X$, that is, $X^{+}(h)=\left.\frac{d}{d t}(\exp t X) h\right|_{t=0}$ for $h \in L$. Then, by differentiating the multiplication map from $P^{+} \times K^{c} \times P^{-}$onto $P^{+} K^{c} P^{-}$, we can easily prove the following result.

Lemma 3.2. Let $X \in \mathfrak{g}^{c}$ and $g=z k y$ where $z \in P^{+}, k \in K^{c}$ and $y \in P^{-}$. We have

1. $d \zeta_{g}\left(X^{+}(g)\right)=\left(\operatorname{Ad}(z) p_{\mathfrak{p}^{+}}\left(\operatorname{Ad}\left(z^{-1}\right) X\right)\right)^{+}(z)$.
2. $d \kappa_{g}\left(X^{+}(g)\right)=\left(p_{\mathfrak{k}^{c}}\left(\operatorname{Ad}\left(z^{-1}\right) X\right)\right)^{+}(k)$.
3. $d \eta_{g}\left(X^{+}(g)\right)=\left(\operatorname{Ad}\left(k^{-1}\right) p_{\mathfrak{p}^{-}}\left(\operatorname{Ad}\left(z^{-1}\right) X\right)\right)^{+}(y)$.

From this lemma, we deduce the following proposition (see also [37, p. 515]).
Proposition 3.3. For $X \in \mathfrak{g}^{c}$ and $f \in \mathcal{H}$, we have
$(d \pi(X) f)(Z)=d \rho\left(p_{\mathfrak{k}^{c}}\left(e^{-\operatorname{ad} Z} X\right)\right) f(Z)-(d f)_{Z}\left(\frac{\operatorname{ad} Z}{1-e^{-\operatorname{ad} Z}} p_{\mathfrak{p}^{+}}\left(e^{-\operatorname{ad} Z} X\right)\right)$.

## 4. Berezin calculus

Here, we first introduce the Berezin calculus associated with $\rho$, see [5, 14, 45]. Let $\lambda \in\left(\mathfrak{h}^{c}\right)^{*}$ denote the highest weight of $\rho$ relative to $\Delta_{c}^{+}$. Let $\varphi_{0}:=-i \lambda \in$ $\left(\mathfrak{h}^{c}\right)^{*}$. We also denote by $\varphi_{0}$ the restriction to $\mathfrak{k}$ of the trivial extension of $\varphi_{0}$ to $\mathfrak{k}^{c}$. Then the orbit $o\left(\varphi_{0}\right)$ of $\varphi_{0}$ under the coadjoint action of $K$ is said to be associated with $\rho[13,45]$.

Note that a complex structure on $o\left(\varphi_{0}\right)$ is then defined by the diffeomorphism $o\left(\varphi_{0}\right) \simeq K / H \simeq K^{c} / H^{c} N^{-}$where $N^{-}$is the analytic subgroup of $K^{c}$ with Lie algebra $\sum_{\alpha \in \Delta_{c}^{+}} \mathfrak{g}_{-\alpha}$.

Without loss of generality, we can assume that $V$ is a space of holomorphic functions on $o\left(\varphi_{0}\right)$ as in [14]. For each $\varphi \in o\left(\varphi_{0}\right)$ there exists a unique function $e_{\varphi} \in V$ (called a coherent state) such that $a(\varphi)=\left\langle a, e_{\varphi}\right\rangle_{V}$ for each $a \in V$. The Berezin calculus on $o\left(\varphi_{0}\right)$ associates with each operator $B$ on $V$ the complexvalued function $s(B)$ on $o\left(\varphi_{0}\right)$ defined by

$$
s(B)(\varphi)=\frac{\left\langle B e_{\varphi}, e_{\varphi}\right\rangle_{V}}{\left\langle e_{\varphi}, e_{\varphi}\right\rangle_{V}}
$$

which is called the symbol of $B$. In the following proposition, we recall some basic properties of the Berezin calculus, see for instance $[5,14,22]$.

Proposition 4.1. 1. The map $B \rightarrow s(B)$ is injective.
2. For each operator $B$ on $V$, we have $s\left(B^{*}\right)=\overline{s(B)}$.
3. For each $\varphi \in o\left(\varphi_{0}\right), k \in K$ and $B \in \operatorname{End}(V)$, we have

$$
s(B)(\operatorname{Ad}(k) \varphi)=s\left(\rho(k)^{-1} B \rho(k)\right)(\varphi)
$$

4. For each $U \in \mathfrak{k}$ and $\varphi \in o\left(\varphi_{0}\right)$, we have $s(d \rho(U))(\varphi)=i \beta(\varphi, U)$.

In order to define the Berezin symbol $S(A)$ of an operator $A$ on $\mathcal{H}$, we first define the pre-symbol $S_{0}(A)$ of $A$ as a $\operatorname{End}(V)$-valued function on $\mathcal{D}$, following $[2,17,32]$.

Let $\mathcal{H}^{s}$ be the subspace of $\mathcal{H}$ generated by the functions $E_{Z} v$ for $Z \in \mathcal{D}$ and $v \in V$. Clearly, $\mathcal{H}^{s}$ is a dense subspace of $\mathcal{H}$. Let $\mathcal{C}$ be the space consisting of all operators $A$ on $\mathcal{H}$ such that the domain of $A$ contains $\mathcal{H}^{s}$ and the domain of $A^{*}$ also contains $\mathcal{H}^{s}$. We define the pre-symbol $S_{0}(A)$ of $A \in \mathcal{C}$ by

$$
S_{0}(A)(Z)=c_{\rho}^{-1} \rho\left(k_{Z}^{-1}\right) E_{Z}^{*} A E_{Z} \rho\left(k_{Z}^{-1}\right)^{*}
$$

and then the Berezin symbol $S(A)$ of $A$ is defined as the complex-valued function on $\mathcal{D} \times o\left(\varphi_{0}\right)$ given by

$$
S(A)(Z, \varphi)=s\left(S_{0}(A)(Z)\right)(\varphi)
$$

In order to establish that $S_{0}$ hence $S$ are $G$-equivariant with respect to $\pi$, we need the following lemma.

Lemma 4.2. For $g \in G$ and $Z \in \mathcal{D}$, let $k(g, Z):=k_{Z}^{-1} \kappa(g \exp Z)^{-1} k_{g \cdot Z}$. Then we have $k(g, Z)=g_{Z}^{-1} g^{-1} g_{g \cdot Z}$. In particular, $k(g, Z)$ is an element of $K$.

Proof. Let $g \in G$ and $Z \in \mathcal{D}$. We can write $g_{Z}=\exp Z k_{Z} y$ where $y \in P^{-}$. Then, on the one hand, we have

$$
g g_{Z}=g \exp Z k_{Z} y=\exp (g \cdot Z) \kappa(g \exp Z) \eta(g \exp Z) k_{Z} y
$$

On the other hand, we can also write $g_{g \cdot Z}=\exp (g \cdot Z) k_{g \cdot Z} y^{\prime}$ where $y^{\prime} \in P^{-}$. Since $\left(g g_{Z}\right) \cdot 0=g \cdot Z=g_{g \cdot Z} \cdot 0$, we see that $k:=\left(g g_{Z}\right)^{-1} g_{g \cdot Z}$ is an element of $K$. Then, by replacing $g g_{Z}$ and $g_{g \cdot Z}$ by the above expressions we get

$$
k=y^{-1} k_{Z}^{-1} \eta(g \exp Z)^{-1} \kappa(g \exp Z)^{-1} k_{g \cdot Z} y^{\prime}
$$

Thus, applying $\kappa$, we obtain $k=k(g, Z)$ hence the result.
Proposition 4.3. 1. Each $A \in \mathcal{C}$ is determined by $S_{0}(A)$.
2. For each $A \in \mathcal{C}$ and each $Z \in \mathcal{D}$, we have $S_{0}\left(A^{*}\right)(Z)=S_{0}(A)(Z)^{*}$.
3. For each $Z \in \mathcal{D}$, we have $S_{0}(I)(Z)=I_{V}$. Here $I$ denotes the identity operator of $\mathcal{H}$ and $I_{V}$ the identity operator of $V$.
4. For each $A \in \mathcal{C}, g \in G$ and $Z \in \mathcal{D}$, we have

$$
S_{0}(A)(g \cdot Z)=\rho(k(g, Z))^{-1} S_{0}\left(\pi(g)^{-1} A \pi(g)\right)(Z) \rho(k(g, Z))
$$

Proof. The proof is similar to that of [17, Proposition 4.1]. Following [37, p. 15], we associate with any operator $A \in \mathcal{C}$ the function $K_{A}(Z, W):=E_{Z}^{*} A E_{W}$.

1. Let $A \in \mathcal{C}$. Since we have

$$
\begin{aligned}
\langle(A f)(Z) & , v\rangle_{V}=\left\langle A f, E_{Z} v\right\rangle=\left\langle f, A^{*} E_{Z} v\right\rangle \\
& =\int_{\mathcal{D}}\left\langle K(W, W)^{-1} f(W),\left(A^{*} E_{Z} v\right)(W)\right\rangle_{V} d \mu(W) \\
& =\int_{\mathcal{D}}\left\langle K(W, W)^{-1} f(W), K_{A}(Z, W)^{*} v\right\rangle_{V} d \mu(W)
\end{aligned}
$$

we see that $A$ is determined by $K_{A}$. Moreover, since $K_{A}(Z, W)$ is clearly holomorphic in the variable $Z$ and anti-holomorphic in the variable $W$, we also see that $K_{A}$ hence $A$ is determined by $K_{A}(Z, Z)$ or, equivalently, by $S_{0}(A)(Z)$.
2. Clearly, for each $A \in \mathcal{C}, Z, W \in \mathcal{D}$, we have $K_{A^{*}}(Z, W)=K_{A}(W, Z)^{*}$. The result follows.
3. Let $Z \in \mathcal{D}$. We have

$$
E_{Z}^{*} E_{Z}=c_{\rho} K(Z, Z)=c_{\rho} \rho\left(\kappa\left(\exp Z^{*} \exp Z\right)\right)^{-1}=c_{\rho} \rho\left(k_{Z} k_{Z}^{*}\right)
$$

The result therefore follows.
4. Let $A \in \mathcal{C}, g \in G$ and $Z \in \mathcal{D}$. We have

$$
\begin{aligned}
S_{0}(A) & (g \cdot Z)=\frac{1}{c_{\rho}} \rho\left(k_{g \cdot Z}^{-1}\right) E_{g \cdot Z}^{*} A E_{g \cdot Z} \rho\left(k_{g \cdot Z}^{-1}\right)^{*} \\
& =\frac{1}{c_{\rho}} \rho\left(k_{g \cdot Z}^{-1}\right) \rho(\kappa(g \exp Z)) E_{Z}^{*} \pi(g)^{-1} A \pi(g) E_{Z} \rho(\kappa(g \exp Z))^{*} \rho\left(k_{g \cdot Z}^{-1}\right)^{*} \\
& =\frac{1}{c_{\rho}} \rho(k(g, Z))^{-1} \rho\left(k_{Z}^{-1}\right) E_{Z}^{*} \pi(g)^{-1} A \pi(g) E_{Z} \rho\left(k_{Z}^{-1}\right)^{*} \rho(k(g, Z)) \\
& =\rho(k(g, Z))^{-1} S_{0}\left(\pi(g)^{-1} A \pi(g)\right)(Z) \rho(k(g, Z))
\end{aligned}
$$

From this proposition and Proposition 4.1 we immediately deduce the following proposition.

Proposition 4.4. 1. Each $A \in \mathcal{C}$ is determined by $S(A)$.
2. For each $A \in \mathcal{C}$, we have $S\left(A^{*}\right)=\overline{S(A)}$.
3. We have $S(I)=1$.
4. For each $A \in \mathcal{C}, g \in G, Z \in \mathcal{D}$ and $\varphi \in o\left(\varphi_{0}\right)$, we have

$$
S(A)(g \cdot Z, \varphi)=S\left(\pi(g)^{-1} A \pi(g)\right)(Z, \operatorname{Ad}(k(g, Z)) \varphi)
$$

## 5. Berezin symbols of representation operators

In this section, we give some simple formulas for the Berezin pre-symbol of $\pi(g)$ for $g \in G$ and for the Berezin symbol of $d \pi(X)$ for $X \in \mathfrak{g}^{c}$.

Proposition 5.1. For $g \in G$ and $Z \in \mathcal{D}$, we have

$$
S_{0}(\pi(g))(Z)=\rho\left(k_{Z}^{-1} \kappa\left(\exp Z^{*} g^{-1} \exp Z\right)^{-1}\left(k_{Z}^{-1}\right)^{*}\right)
$$

Proof. For each $g \in G$, we have

$$
\begin{aligned}
S_{0}(\pi(g))(0) & =c_{\rho}^{-1} E_{0}^{*} \pi(g) E_{0}=c_{\rho}^{-1} E_{0}^{*} E_{g \cdot 0} J(g, 0)^{*-1} \\
& =K(0, g \cdot 0) J(g, 0)^{*-1}=\rho(\kappa(g))^{*-1}=\rho\left(\kappa\left(g^{-1}\right)\right)^{-1}
\end{aligned}
$$

by Proposition 3.1.
Now, by using $G$-equivariance of $S_{0}$ (see Proposition 4.3), we get

$$
S_{0}(\pi(g))(Z)=S_{0}\left(\pi\left(g_{Z}^{-1} g g_{Z}\right)\right)(0)=\rho\left(\kappa\left(g_{Z}^{-1} g^{-1} g_{Z}\right)\right)^{-1}
$$

But writing $g_{Z}=\exp Z k_{Z} y$ with $y \in P^{-}$we see that

$$
g_{Z}^{-1} g^{-1} g_{Z}=g_{Z}^{*} g^{-1} g_{Z}=y^{*} k_{Z}^{*} \exp Z^{*} g^{-1} \exp Z k_{Z} y
$$

hence $\kappa\left(g_{Z}^{-1} g^{-1} g_{Z}\right)=k_{Z}^{*} \kappa\left(\exp Z^{*} g^{-1} \exp Z\right) k_{Z}$. This gives the result.
Now, we aim to compute $S_{0}(d \pi(X))$ and $S(d \pi(X))$ for $X \in \mathfrak{g}^{c}$. For $\varphi \in \mathfrak{k}^{*}$, we also denote by $\varphi$ the restriction to $\mathfrak{g}$ of the extension of $\varphi$ to $\mathfrak{g}^{c}$ which vanishes on $\mathfrak{p}^{ \pm}$. Then we have the following result.

Proposition 5.2. 1. For each $g \in G$ and $Z \in \mathcal{D}$, we have

$$
S_{0}(d \pi(X))(Z)=\left(d \rho \circ p_{\mathfrak{k}^{c}}\right)\left(\operatorname{Ad}\left(g_{Z}^{-1}\right) X\right)
$$

2. For each $g \in G, Z \in \mathcal{D}$ and $\varphi \in o\left(\varphi_{0}\right)$, we have

$$
S(d \pi(X))(Z, \varphi)=i\left\langle\operatorname{Ad}^{*}\left(g_{Z}\right) \varphi, X\right\rangle
$$

Proof. We can deduce the first statement from the preceding proposition. Indeed, by using Lemma 3.2 we get

$$
\begin{aligned}
& \left.\frac{d}{d t} \rho\left(\kappa\left(\exp Z^{*} \exp (-t X) \exp Z\right)^{-1}\right)\right|_{t=0} \\
& \quad=\rho\left(\kappa\left(\exp Z^{*} \exp Z\right)^{-1}\right)\left(d \rho \circ p_{\mathfrak{k}^{c}}\right)\left(\operatorname{Ad}\left(\zeta\left(\exp Z^{*} \exp Z\right)^{-1} \exp Z^{*}\right) X\right)
\end{aligned}
$$

Recall that we have $g_{Z}=\exp \left(-Z^{*}\right) \zeta\left(\exp Z^{*} \exp Z\right) k_{Z}^{-1}$. Then we obtain

$$
\begin{aligned}
S_{0}(d \pi(X))(Z) & =\left(d \rho \circ p_{\mathfrak{k}^{c}}\right)\left(\operatorname{Ad}\left(k_{Z} \zeta\left(\exp Z^{*} \exp Z\right)^{-1} \exp Z^{*}\right) X\right) \\
& =\left(d \rho \circ p_{\mathfrak{k}^{c}}\right)\left(\operatorname{Ad}\left(g_{Z}^{-1}\right) X\right)
\end{aligned}
$$

The second statement follows from the first and 4 of Proposition 4.1.
We are then lead to consider the map $\Psi: \mathcal{D} \times o\left(\varphi_{0}\right) \rightarrow \mathfrak{g}^{*}$ defined by $\Psi(Z, \varphi)=\operatorname{Ad}^{*}\left(g_{Z}\right) \varphi$. Note that by 4 of Proposition 4.4 and 2 of Proposition 5.2 we have

$$
\begin{equation*}
\Psi(g \cdot Z, \varphi)=\operatorname{Ad}^{*}(g) \Psi\left(Z, \operatorname{Ad}^{*}(k(g, Z)) \varphi\right) \tag{1}
\end{equation*}
$$

for each $g \in G, Z \in \mathcal{D}$ and $\varphi \in o\left(\varphi_{0}\right)$.
We say that $\xi_{0} \in \mathfrak{g}^{*}$ is regular if the stabilizer $G\left(\xi_{0}\right)$ of $\xi_{0}$ for the coadjoint action is connected and if the Hermitian form $(Z, W) \rightarrow\left\langle\xi_{0},\left[Z, W^{*}\right]\right\rangle$ is not isotropic. Recall that we have denoted by $\varphi_{0} \in \mathfrak{g}^{*}$ the restriction to $\mathfrak{g}$ of the trivial extension to $\mathfrak{g}^{c}$ of $-i \lambda \in \mathfrak{h}^{*}$ where $\lambda$ is the highest weight of $\rho$. Let $\mathcal{O}\left(\varphi_{0}\right)$ be the orbit of $\varphi_{0} \in \mathfrak{g}^{*}$ for the coadjoint action of $G$ and let $K\left(\varphi_{0}\right)$ be the stabilizer of $\varphi_{0}$ for the coadjoint action of K . We assume that $\varphi_{0}$ is regular. Then we have the following result.

Lemma 5.3. We have $G\left(\varphi_{0}\right)=K\left(\varphi_{0}\right)$.
Proof. Let us denote by $\mathfrak{g}\left(\varphi_{0}\right)$ and $\mathfrak{k}\left(\varphi_{0}\right)$ the Lie algebras of $G\left(\varphi_{0}\right)$ and $K\left(\varphi_{0}\right)$. We first show that $\mathfrak{g}\left(\varphi_{0}\right)=\mathfrak{k}\left(\varphi_{0}\right)$.

Let $X \in \mathfrak{g}\left(\varphi_{0}\right)$. Then we have $\left\langle\varphi_{0},\left[X, X^{\prime}\right]\right\rangle=0$ for each $X^{\prime} \in \mathfrak{g}^{c}$. Now, we can write $X=Z+H+Y$ where $Z \in \mathfrak{p}^{+}, H \in \mathfrak{k}^{c}$ and $Y \in \mathfrak{p}^{-}$. Take $X^{\prime}=Z$ in the preceding equation and recall that we have $\left.\varphi_{0}\right|_{\mathfrak{p}^{ \pm}}=0$ and $\left[\mathfrak{k}^{c}, \mathfrak{p}^{ \pm}\right] \subset \mathfrak{p}^{ \pm}$. Thus we get $\left\langle\varphi_{0},\left[Z, Z^{*}\right]\right\rangle=0$ hence $Z=0$. Similarly, we obtain $Y=0$. This gives $X=H \in \mathfrak{k}\left(\varphi_{0}\right)$. This shows that $\mathfrak{g}\left(\varphi_{0}\right)=\mathfrak{k}\left(\varphi_{0}\right)$.

Now, $G\left(\varphi_{0}\right)$ is connected by hypothesis and $K\left(\varphi_{0}\right)$ is also connected by [35, Lemma 5]. Since $K\left(\varphi_{0}\right) \subset G\left(\varphi_{0}\right)$, we can conclude that $G\left(\varphi_{0}\right)=K\left(\varphi_{0}\right)$.

We are now in position to establish the following proposition.
Proposition 5.4. The map $\Psi$ is a diffeomorphism form $\mathcal{D} \times o\left(\varphi_{0}\right)$ onto $\mathcal{O}\left(\varphi_{0}\right)$.

Proof. For each $g \in G$, one has

$$
\operatorname{Ad}^{*}(g) \varphi_{0}=\operatorname{Ad}^{*}(g) \Psi\left(0, \varphi_{0}\right)=\Psi\left(g \cdot 0, \operatorname{Ad}^{*}(k(g, 0)) \varphi_{0}\right) .
$$

This implies that $\Psi$ takes values in $\mathcal{O}\left(\varphi_{0}\right)$ and that $\Psi$ is surjective.
Now, let $(Z, \varphi)$ and ( $\left.Z^{\prime}, \varphi^{\prime}\right)$ in $\mathcal{D} \times o\left(\varphi_{0}\right)$ such that $\Psi(Z, \varphi)=\Psi\left(Z^{\prime}, \varphi^{\prime}\right)$. Then we have $\operatorname{Ad}^{*}\left(g_{Z}\right) \varphi=\operatorname{Ad}^{*}\left(g_{Z^{\prime}}\right) \varphi^{\prime}$. Write $\varphi=\operatorname{Ad}^{*}(k) \varphi_{0}$ and $\varphi^{\prime}=$ $\operatorname{Ad}^{*}\left(k^{\prime}\right) \varphi_{0}$ where $k, k^{\prime} \in K$. Thus we get $\operatorname{Ad}^{*}\left(g_{Z} k\right) \varphi_{0}=\operatorname{Ad}^{*}\left(g_{Z^{\prime}} k^{\prime}\right) \varphi_{0}$ and, by Lemma 5.3, there exists $k_{0} \in K\left(\varphi_{0}\right)$ such that $g_{Z^{\prime}} k^{\prime}=g_{Z} k k_{0}$. Consequently, we have $Z^{\prime}=\left(g_{Z^{\prime}} k^{\prime}\right) \cdot 0=\left(g_{Z} k k_{0}\right) \cdot 0=Z$ hence $k^{\prime}=k k_{0}$ and, finally, we obtain $\varphi^{\prime}=\operatorname{Ad}^{*}\left(k^{\prime}\right) \varphi_{0}=\operatorname{Ad}^{*}\left(k k_{0}\right) \varphi_{0}=\operatorname{Ad}^{*}(k) \varphi_{0}=\varphi$. This shows that $\Psi$ is injective.

Now we have to show that $\Psi$ is regular. By using Equation 1, it is sufficient to prove that $\Psi$ is regular at $(0, \varphi)$ for $\varphi \in o\left(\varphi_{0}\right)$. Recall that we have

$$
\Psi(Z, \varphi)=\operatorname{Ad}^{*}\left(\exp \left(-Z^{*}\right) \zeta\left(\exp Z^{*} \exp Z\right) k_{Z}^{-1}\right) \varphi
$$

Then, differentiating $\Psi$ by using Lemma 3.2 , we easily get

$$
(d \Psi)(0, \varphi)\left(W, U^{+}(\varphi)\right)=\operatorname{ad}^{*}\left(W-W^{*}+U\right) \varphi
$$

for each $W \in \mathfrak{p}^{+}$and $U \in \mathfrak{k}^{c}$. Thus, for each $X \in \mathfrak{g}^{c}$, we have

$$
\left\langle\varphi,\left[W-W^{*}+U, X\right]\right\rangle=0 .
$$

Taking in particular $X=W^{*}$, we get $\left\langle\varphi,\left[W, W^{*}\right]\right\rangle=0$. Since $\varphi_{0}$ hence $\varphi$ is regular, we obtain $W=0$ and, consequently, $\operatorname{ad}^{*}(U) \varphi=U^{+}(\varphi)=0$. This finishes the proof.

Note that we have also the following result.
Proposition 5.5. Assume that we have $\left[\mathfrak{p}^{+}, \mathfrak{p}^{-}\right] \subset \mathfrak{k}^{c}$ (this is the case, in particular, when $\mathfrak{g}$ is reductive). Let $\varphi^{0} \in \mathfrak{h}^{*}$. As usual, we denote also by $\varphi^{0}$ the restriction to $\mathfrak{g}$ of the trivial extension of $\varphi^{0}$ to $\mathfrak{g}^{*}$. Then $\varphi^{0}$ is regular if and only if the Hermitian form $(Z, W) \rightarrow\left\langle\varphi^{0},\left[Z, W^{*}\right]\right\rangle$ is not isotropic. In that case, we also have $G\left(\varphi_{0}\right)=K\left(\varphi_{0}\right)$.
Proof. Assume that the Hermitian form $(Z, W) \rightarrow\left\langle\varphi^{0},\left[Z, W^{*}\right]\right\rangle$ is not isotropic. Let $g \in G\left(\varphi^{0}\right)$. Write $g=(\exp Z) k y$ where $Z \in \mathfrak{p}^{+}, k \in K^{c}$ and $Y \in \mathfrak{p}^{-}$. Then we have $\operatorname{Ad}^{*}(k \exp Y) \varphi^{0}=\operatorname{Ad}^{*}(\exp Z) \varphi^{0}$ and, for each $X \in \mathfrak{g}^{c}$,

$$
\left\langle\varphi^{0}, \operatorname{Ad}(\exp Z)^{-1} X\right\rangle=\left\langle\varphi^{0}, \operatorname{Ad}(k \exp Y)^{-1} X\right\rangle
$$

Taking $X=Z^{*}$, we find $\left\langle\varphi^{0},\left[Z, Z^{*}\right]\right\rangle=0$ hence $Z=0$. Similarly, we verify that $Y=0$. This gives $g=k \in K^{c} \cap G\left(\varphi^{0}\right)=K\left(\varphi^{0}\right)$. Consequently, $G\left(\varphi^{0}\right)$ is connected and $\varphi^{0}$ is regular.

Moreover, by adapting the arguments of the proof of [19, Lemma 3.1], we also obtain the following proposition.

Proposition 5.6. Assume that $\mathcal{H} \neq(0)$. Then the Hermitian form $(Z, W) \rightarrow$ $\left\langle\varphi^{0},\left[Z, W^{*}\right]\right\rangle$ is not isotropic.

## 6. Berezin transform and Stratonovich-Weyl correspondence

In this section, we introduce the Berezin transform and we review some of its properties. As an application, we construct a Stratonovich-Weyl correspondence for $\left(G, \pi, \mathcal{O}\left(\varphi_{0}\right)\right)$.

Let us fix a $K$-invariant measure $\nu$ on $o\left(\varphi_{0}\right)$ normalized as in [14, Section 2]. Then the measure $\tilde{\mu}:=\mu \otimes \nu$ on $\mathcal{D} \times o\left(\varphi_{0}\right)$ is invariant under the action of $G$ on $\mathcal{D} \times o\left(\varphi_{0}\right)$ given by $g \cdot(Z, \varphi):=\left(g \cdot Z, \operatorname{Ad}(k(g, Z))^{-1} \varphi\right)$ and the measure $\mu_{\mathcal{O}\left(\varphi_{0}\right)}:=\left(\Psi^{-1}\right)^{*}(\tilde{\mu})$ is a $G$-invariant measure on $\mathcal{O}\left(\varphi_{0}\right)$.

We denote by $\mathcal{L}_{2}(\mathcal{H})$ (respectively $\left.\mathcal{L}_{2}(V)\right)$ the space of Hilbert-Schmidt operators on $\mathcal{H}$ (respectively $V$ ) endowed with the Hilbert-Schmidt norm. Since $V$ is finite-dimensional, we have $\mathcal{L}_{2}(V)=\operatorname{End}(V)$. We denote by $L^{2}\left(\mathcal{D} \times o\left(\varphi_{0}\right)\right)$ (respectively $\left.L^{2}(\mathcal{D}), L^{2}\left(o\left(\varphi_{0}\right)\right)\right)$ the space of functions on $\mathcal{D} \times o\left(\varphi_{0}\right)$ (resp. $\mathcal{D}$, $\left.o\left(\varphi_{0}\right)\right)$ which are square-integrable with respect to the measure $\tilde{\mu}$ (respectively $\mu, \nu)$. The following result is well-known, see for instance [15].

Proposition 6.1. For each $\varphi \in o\left(\varphi_{0}\right)$, let $p_{\varphi}$ denote the orthogonal projection of $V$ on the line generated by $e_{\varphi}$. Then the adjoint $s^{*}$ of the operator $s$ : $\mathcal{L}_{2}(V) \rightarrow L^{2}\left(o\left(\varphi_{0}\right)\right)$ is given by

$$
s^{*}(a)=\int_{o\left(\varphi_{0}\right)} a(\varphi) p_{\varphi} d \nu(\varphi)
$$

and the Berezin transform $b:=s s^{*}$ is given by

$$
b(a)(\psi)=\int_{o\left(\varphi_{0}\right)} a(\varphi) \frac{\left|\left\langle e_{\psi}, e_{\varphi}\right\rangle_{V}\right|^{2}}{\left\langle e_{\varphi}, e_{\varphi}\right\rangle_{V}\left\langle e_{\psi}, e_{\psi}\right\rangle_{V}} d \nu(\varphi)
$$

for each $a \in L^{2}\left(o\left(\varphi_{0}\right)\right)$
Following [18], we can easily obtain the following analogous results for $S$, see also [43].

Proposition 6.2. The map $S$ is a bounded operator from $\mathcal{L}_{2}(\mathcal{H})$ to $L^{2}(\mathcal{D} \times$ $\left.o\left(\varphi_{0}\right)\right)$. Moreover, $S^{*}$ is given by

$$
S^{*}(f)=\int_{\mathcal{D} \times o\left(\varphi_{0}\right)} P_{Z, \varphi} f(Z, \varphi) d \mu(Z) d \nu(\varphi)
$$

where $P_{Z, \varphi}:=c_{\rho}^{-1} E_{Z} \rho\left(h_{Z}^{-1}\right)^{*} p_{\varphi} \rho\left(h_{Z}^{-1}\right) E_{Z}^{*}$ is the orthogonal projection of $\mathcal{H}$ on the line generated by $E_{Z} \rho\left(h_{Z}^{-1}\right)^{*} e_{\varphi}$.

From this result we easily deduce that the following proposition.
Proposition 6.3. The Berezin transform $B:=S S^{*}$ is a bounded operator of $L^{2}\left(\mathcal{D} \times o\left(\varphi_{0}\right)\right)$ and, for each $f \in L^{2}\left(\mathcal{D} \times o\left(\varphi_{0}\right)\right)$, we have the following integral formula

$$
B(f)(Z, \psi)=\int_{\mathcal{D} \times o\left(\varphi_{0}\right)} k(Z, W, \psi, \varphi) f(W, \varphi) d \mu(W) d \nu(\varphi)
$$

where

$$
k(Z, W, \psi, \varphi):=\frac{\left|\left\langle\rho\left(\kappa\left(g_{Z}^{-1} g_{W}\right)\right)^{-1} e_{\psi}, e_{\varphi}\right\rangle_{V}\right|^{2}}{\left\langle e_{\varphi}, e_{\varphi}\right\rangle_{V}\left\langle e_{\psi}, e_{\psi}\right\rangle_{V}}
$$

Let us introduce the left-regular representation $\tau$ of $G$ on $L^{2}\left(\mathcal{D} \times o\left(\varphi_{0}\right)\right)$ defined by $(\tau(g)(f))(Z, \varphi)=f\left(g^{-1} \cdot(Z, \varphi)\right)$. Clearly, $\tau$ is unitary. Moreover, since $S$ is $G$-equivariant, we immediately verify that for each $f \in L^{2}\left(\mathcal{D} \times o\left(\varphi_{0}\right)\right)$ and each $g \in G$, we have $B(\tau(g) f)=\tau(g)(B(f))$.

Now, we consider the polar decomposition of $S: \mathcal{L}_{2}(\mathcal{H}) \rightarrow L^{2}\left(\mathcal{D} \times o\left(\varphi_{0}\right)\right)$. We can write $S=\left(S S^{*}\right)^{1 / 2} W=B^{1 / 2} W$ where $W:=B^{-1 / 2} S$ is a unitary operator from $\mathcal{L}_{2}(\mathcal{H})$ to $L^{2}\left(\mathcal{D} \times o\left(\varphi_{0}\right)\right)$. Then we have the following proposition.

Proposition 6.4. 1. The map $W: \mathcal{L}_{2}(\mathcal{H}) \rightarrow L^{2}\left(\mathcal{D} \times o\left(\varphi_{0}\right)\right)$ is a Stratonovich-Weyl correspondence for the triple $\left(G, \pi, \mathcal{D} \times o\left(\varphi_{0}\right)\right)$.
2. The map $\mathcal{W}$ from $\mathcal{L}_{2}(\mathcal{H})$ to $L^{2}\left(\mathcal{O}\left(\varphi_{0}\right), \mu_{\mathcal{O}\left(\varphi_{0}\right)}\right)$ defined by $\mathcal{W}(f)=W(f \circ$ $\Psi)$ is a Stratonovich-Weyl correspondence for the triple $\left(G, \pi, \mathcal{O}\left(\varphi_{0}\right)\right)$.

## 7. Generalies on Heisenberg motion groups

We first introduce the Heisenberg group. For $z, w \in \mathbb{C}^{n}$, we denote $z w:=$ $\sum_{k=1}^{n} z_{k} w_{k}$. Consider the symplectic form $\omega$ on $\mathbb{C}^{2 n}$ defined by

$$
\omega\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right)=\frac{i}{2}\left(z w^{\prime}-z^{\prime} w\right)
$$

for $z, w, z^{\prime}, w^{\prime} \in \mathbb{C}^{n}$. The $(2 n+1)$-dimensional real Heisenberg group is $H_{n}:=$ $\left\{((z, \bar{z}), c): z \in \mathbb{C}^{n}, c \in \mathbb{R}\right\}$ endowed with the multiplication

$$
\begin{equation*}
((z, \bar{z}), c) \cdot\left(\left(z^{\prime}, \bar{z}^{\prime}\right), c^{\prime}\right)=\left(\left(z+z^{\prime}, \bar{z}+\bar{z}^{\prime}\right), c+c^{\prime}+\frac{1}{2} \omega\left((z, \bar{z}),\left(z^{\prime}, \bar{z}^{\prime}\right)\right)\right) \tag{2}
\end{equation*}
$$

Then the complexification $H_{n}^{c}$ of $H_{n}$ is $H_{n}^{c}:=\left\{((z, w), c): z, w \in \mathbb{C}^{n}, c \in \mathbb{C}\right\}$ and the multiplication of $H_{n}^{c}$ is obtained by replacing $(z, \bar{z})$ by $(z, w)$ and $\left(z^{\prime}, \bar{z}^{\prime}\right)$
by $\left(z^{\prime}, w^{\prime}\right)$ in Equation 2 . We denote by $\mathfrak{h}_{n}$ and $\mathfrak{h}_{n}^{c}$ the Lie algebras of $H_{n}$ and $H_{n}^{c}$.

Let $K_{0}$ be a closed subgroup of $U(n)$. Then $K_{0}$ acts on $H_{n}$ by $k \cdot((z, \bar{z}), c)=$ $((k z, \overline{k z}), c)$ and we can form the semi-direct product $G:=H_{n} \rtimes K_{0}$ which is called a Heisenberg motion group. The elements of $G$ can be written as $((z, \bar{z}), c, h)$ where $z \in \mathbb{C}^{n}, c \in \mathbb{R}$ and $h \in K_{0}$. The multiplication of $G$ is then given by

$$
\begin{aligned}
& ((z, \bar{z}), c, h) \cdot\left(\left(z^{\prime}, \bar{z}^{\prime}\right), c^{\prime}, h^{\prime}\right) \\
& \quad=\left((z, \bar{z})+\left(h z^{\prime}, h \bar{z}^{\prime}\right), c+c^{\prime}+\frac{1}{2} \omega\left((z, \bar{z}),\left(h z^{\prime}, h \bar{z}^{\prime}\right)\right), h h^{\prime}\right)
\end{aligned}
$$

We denote by $K_{0}^{c}$ the complexification of $K_{0}$. In order to describe the complexification $G^{c}$ of $G$, it is convenient to introduce the action of $K_{0}^{c}$ on $\mathbb{C}^{n} \times \mathbb{C}^{n}$ given by $k \cdot(z, w)=\left(k z,\left(k^{t}\right)^{-1} w\right)$ (here, the subscript $t$ denotes transposition). The group $G^{c}$ is then the semi-direct product $G^{c}=H_{n}^{c} \rtimes K_{0}^{c}$. The elements of $G^{c}$ can be written as $((z, w), c, h)$ where $z, w \in \mathbb{C}^{n}, c \in \mathbb{C}$ and $h \in K_{0}^{c}$ and the multiplication law of $G^{c}$ is given by

$$
\begin{aligned}
& ((z, w), c, h) \cdot\left(\left(z^{\prime}, w^{\prime}\right), c^{\prime}, h^{\prime}\right) \\
& \quad=\left((z, w)+h \cdot\left(z^{\prime}, w^{\prime}\right), c+c^{\prime}+\frac{1}{2} \omega\left((z, w), h \cdot\left(z^{\prime}, w^{\prime}\right)\right), h h^{\prime}\right)
\end{aligned}
$$

We denote by $\mathfrak{k}_{0}, \mathfrak{k}_{0}^{c}$, $\mathfrak{g}$ and $\mathfrak{g}^{c}$ the Lie algebras of $K_{0}, K_{0}^{c}, G$ and $G^{c}$. The derived action $\mathfrak{k}_{0}^{c}$ on $\mathbb{C}^{n} \times \mathbb{C}^{n}$ is $A \cdot(z, w):=\left(A z,-A^{t} w\right)$ and the Lie brackets of $\mathfrak{g}^{c}$ are given by

$$
\begin{aligned}
& {\left[((z, w), c, A),\left(\left(z^{\prime}, w^{\prime}\right), c^{\prime}, A^{\prime}\right)\right]} \\
& \quad=\left(A \cdot\left(z^{\prime}, w^{\prime}\right)-A^{\prime} \cdot(z, w), \omega\left((z, w),\left(z^{\prime}, w^{\prime}\right)\right),\left[A, A^{\prime}\right]\right)
\end{aligned}
$$

Recall that, for each $X \in \mathfrak{g}^{c}$, we have $X^{*}=-\theta(X)$ where $\theta$ denotes conjugation over $\mathfrak{g}$. We can easily verify that if $X=((z, w), c, A) \in \mathfrak{g}^{c}$ then $X^{*}=\left((-\bar{w},-\bar{z}), c, \bar{A}^{t}\right)$.

Here we take $K=\left\{((0,0), c, h): c \in \mathbb{R}, h \in K_{0}\right\}$ for the maximal compactly embedded subgroup of $G$. Also, let $\mathfrak{h}_{0}$ be a Cartan subalgebra of $\mathfrak{k}_{0}$. Then we take $\mathfrak{h}:=\left\{((0,0), c, A): c \in \mathbb{R}, A \in \mathfrak{h}_{0}\right\}$ for the compactly embedded Cartan subalgebra of $\mathfrak{g}$, see Section 2. Moreover, we can choose the positive non-compact roots in such a way that $P^{+}=\left\{\left((z, 0), 0, I_{n}\right): z \in \mathbb{C}^{n}\right\}$ and $P^{-}=\left\{\left((0, w), 0, I_{n}\right): w \in \mathbb{C}^{n}\right\}$. The $P^{+} K^{c} P^{-}$-decomposition of $g=$ $\left(\left(z_{0}, w_{0}\right), c_{0}, h\right) \in G^{c}$ is given by

$$
g=\left(\left(z_{0}, 0\right), 0, I_{n}\right) \cdot((0,0), c, h) \cdot\left(\left(0, w_{0}\right), 0, I_{n}\right)
$$

where $c=c_{0}-\frac{i}{4} z_{0} w_{0}$. From this, we deduce that the action of the element $g=$ $\left(\left(z_{0}, w_{0}\right), c_{0}, h\right)$ of $G$ on $Z=((z, 0), 0,0) \in \mathfrak{p}^{+}$is given by $g \cdot Z=\log \zeta(g \exp Z)=$ $\left(\left(z_{0}+h z, 0\right), 0,0\right)$. Then we have $\mathcal{D}=\mathfrak{p}^{+} \simeq \mathbb{C}^{n}$.

We can also easily compute the section $Z \rightarrow g_{Z}$. We find that if $Z=$ $((z, 0), 0,0) \in \mathcal{D}$ then $g_{Z}=\left((z, \bar{z}), 0, I_{n}\right)$ and $k_{Z}=\kappa\left(g_{Z}\right)=\left((0,0),-\frac{i}{4}|z|^{2}, I_{n}\right)$.

Now we compute the adjoint action of $G^{c}$. Let $g=\left(v_{0}, c_{0}, h_{0}\right) \in G^{c}$ where $v_{0} \in \mathbb{C}^{2 n}, c_{0} \in \mathbb{C}, h_{0} \in K_{0}^{c}$ and $X=(w, c, A) \in \mathfrak{g}^{c}$ where $w \in \mathbb{C}^{2 n}, c \in \mathbb{C}$ and $A \in \mathfrak{k}_{0}^{c}$. We set $\exp (t X)=(w(t), c(t), \exp (t A))$. Then, since the derivatives of $w(t)$ and $c(t)$ at $t=0$ are $w$ and $c$, we find that

$$
\begin{aligned}
& \operatorname{Ad}(g) X=\left.\frac{d}{d t}\left(g \exp (t X) g^{-1}\right)\right|_{t=0} \\
& =\left(h_{0} w-\left(\operatorname{Ad}\left(h_{0}\right) A\right) \cdot v_{0}, c+\omega\left(v_{0}, h_{0} w\right)-\frac{1}{2} \omega\left(v_{0},\left(\operatorname{Ad}\left(h_{0}\right) A\right) \cdot v_{0}\right), \operatorname{Ad}\left(h_{0}\right) A\right)
\end{aligned}
$$

From this, we deduce the coadjoint action of $G^{c}$. Let us denote by $\xi=$ $(u, d, \phi)$, where $u \in \mathbb{C}^{2 n}, d \in \mathbb{C}$ and $\phi \in\left(\mathfrak{k}_{0}^{c}\right)^{*}$, the element of $\left(\mathfrak{g}^{c}\right)^{*}$ defined by

$$
\langle\xi,(w, c, A)\rangle=\omega(u, w)+d c+\langle\phi, A\rangle .
$$

Also, for $u, v \in \mathbb{C}^{2 n}$, we denote by $v \times u$ the element of $\left(\mathfrak{k}_{0}^{c}\right)^{*}$ defined by $\langle v \times u, A\rangle:=\omega(u, A \cdot v)$ for $A \in \mathfrak{k}_{0}^{c}$.

Now, let $\xi=(u, d, \phi) \in\left(\mathfrak{g}^{c}\right)^{*}$ and $g=\left(v_{0}, c_{0}, h_{0}\right) \in G^{c}$. Recall that we have $\left\langle\operatorname{Ad}^{*}(g) \xi, X\right\rangle=\left\langle\xi, \operatorname{Ad}\left(g^{-1}\right) X\right\rangle$ for each $X \in \mathfrak{g}^{c}$. Then we obtain

$$
\operatorname{Ad}^{*}(g) \xi=\left(h_{0} u-d v_{0}, d, \operatorname{Ad}^{*}\left(h_{0}\right) \phi+v_{0} \times\left(h_{0} u-\frac{d}{2} v_{0}\right)\right)
$$

By restriction, we also get the analogous formula for the coadjoint action of $G$. From this, we deduce that if a coadjoint orbit of $G$ contains a point $(u, d, \phi)$ with $d \neq 0$ then it also contains a point of the form $\left(0, d, \phi_{0}\right)$. Such an orbit is called generic.

## 8. Representations of Heisenberg motion groups

We retain the notation of the previous section and introduce some additional notation. Let $\rho_{0}$ be a unitary irreducible representation of $K_{0}$ on a (finitedimensional) Hilbert space $V$ and let $\gamma \in \mathbb{R}$. Then we take $\rho$ to be the representation of $K$ on $V$ defined by $\rho((0,0), c, h)=e^{i \gamma c} \rho_{0}(h)$ for each $c \in \mathbb{R}$ and $h \in K_{0}$. Thus, for each $Z=((z, 0), 0,0), W=((w, 0), 0,0) \in \mathcal{D}$, we have $K(Z, W)=\rho\left(\kappa\left(\exp W^{*} \exp Z\right)\right)^{-1}=e^{\gamma z \bar{w} / 2} I_{V}$. Hence the Hilbert product on $\mathcal{H}$ is given by

$$
\langle f, g\rangle=\int_{\mathcal{D}}\langle f(Z), g(Z)\rangle_{V} e^{-\gamma|z|^{2} / 2} d \mu(Z)
$$

where $\mu$ is the $G$-invariant measure on $\mathcal{D} \simeq \mathbb{C}^{n}$ defined by $d \mu(Z):=\left(\frac{\gamma}{2 \pi}\right)^{n} d x d y$. Here $Z=((z, 0), 0,0)$ and $z=x+i y$ with $x$ and $y$ in $\mathbb{R}^{n}$. Note that we have $c_{\rho}=1$. Moreover, for each $v \in V, Z=((z, 0), 0,0), W=((w, 0), 0,0) \in \mathcal{D}$, we have $\left(E_{W} v\right)(Z)=K(Z, W) v=e^{\frac{\gamma}{2} z \bar{w}} v$.

On the other hand, we easily verify that, for each $g=\left(\left(z_{0}, \bar{z}_{0}\right), c_{0}, h\right) \in G$ and $Z=((z, 0), 0,0), \in \mathcal{D}$, we have

$$
J(g, Z)=\rho(\kappa(g \exp Z))=\exp \left(i \gamma c_{0}+\frac{\gamma}{2} \bar{z}_{0}(h z)+\frac{\gamma}{4}\left|z_{0}\right|^{2}\right) \rho_{0}(h)
$$

and consequently, we get the following formula for $\pi$ :

$$
(\pi(g) f)(Z)=\exp \left(i \gamma c_{0}+\frac{\gamma}{2} \bar{z}_{0} z-\frac{\gamma}{4}\left|z_{0}\right|^{2}\right) \rho_{0}(h) f\left(h^{-1}\left(z-z_{0}\right), 0,0\right)
$$

where $g=\left(\left(z_{0}, \bar{z}_{0}\right), c_{0}, h\right) \in G$ and $Z=((z, 0), 0,0), \in \mathcal{D}$.
Let $\phi_{0} \in \mathfrak{E}_{0}^{*}$. Assume that the orbit $o\left(\phi_{0}\right)$ of $\phi_{0}$ for the coadjoint action of $K_{0}$ is associated with $\rho_{0}$ as in Section 4. Then, in the notation of Section 4, the coadjoint orbit of $\varphi_{0}:=\left((0,0), \gamma, \phi_{0}\right)$ for the coadjoint action of $G$ is then associated with $\pi$. Note that the orbit $o\left(\varphi_{0}\right)$ of $\varphi_{0}:=\left((0,0), \gamma, \phi_{0}\right)$ for the coadjoint action of $K$ can be identify to $o\left(\phi_{0}\right)$ via $\phi \rightarrow((0,0), \gamma, \phi)$.

In the present situation, Proposition 3.3 can be reformulated as follows.
Proposition 8.1. Let $X=((a, b), c, A) \in \mathfrak{g}^{c}$. Then, for each $f \in \mathcal{H}$ and each $Z=((z, 0), 0,0), \in \mathcal{D}$, we have

$$
(d \pi(X) f)(Z)=d \rho_{0}(A) f(Z)+\gamma\left(i c-\frac{1}{2} b z\right) f(Z)-d f_{Z}((a+A z, 0), 0,0) .
$$

Now consider the Hilbert space $\mathcal{H}_{0}$ of all holomorphic functions $f_{0}: \mathcal{D} \rightarrow \mathbb{C}$ such that

$$
\|f\|_{0}^{2}=\int_{\mathcal{D}}|f(Z)|^{2} e^{-\gamma|z|^{2} / 2} d \mu(Z)<+\infty .
$$

Then for each $Z \in \mathcal{D}$ there exists a coherent state $e_{Z}^{0} \in \mathcal{H}_{0}$ such that $f(Z)=$ $\left\langle f, e_{Z}^{0}\right\rangle_{0}$ for each $f \in \mathcal{H}_{0}$. More precisely, for each $Z=((z, 0), 0,0), W=$ $((w, 0), 0,0) \in \mathcal{D}$, we have $e_{Z}^{0}(W)=e^{\gamma \bar{z} w / 2}$.

Clearly, one has $\mathcal{H}=\mathcal{H}_{0} \otimes V$. For $f_{0} \in \mathcal{H}_{0}$ and $v \in V$, we denote by $f_{0} \otimes v$ the function $Z \rightarrow f_{0}(Z) v$. Moreover, if $A_{0}$ is an operator of $\mathcal{H}_{0}$ and $A_{1}$ is an operator of $V$ then we denote by $A_{0} \otimes A_{1}$ the operator of $\mathcal{H}$ defined by $\left(A_{0} \otimes A_{1}\right)\left(f_{0} \otimes v\right)=A_{0} f_{0} \otimes A_{1} v$.

Let $\pi_{0}$ be the unitary irreducible representation of $H_{n}$ on $\mathcal{H}_{0}$ defined by

$$
\left(\pi_{0}\left(\left(z_{0}, \bar{z}_{0}\right), c_{0}\right) f_{0}\right)(Z)=\exp \left(i \gamma c_{0}+\frac{\gamma}{2} \bar{z}_{0} z-\frac{\gamma}{2}\left|z_{0}\right|^{2}\right) f_{0}\left(\left(z-z_{0}, 0\right), 0,0\right)
$$

for each $Z=((z, 0), 0,0) \in \mathcal{D}$ and let $\sigma_{0}$ be the left-regular representation of $K_{0}$ on $\mathcal{H}_{0}$, that is, $\left(\sigma_{0}(h) f_{0}\right)(Z)=f_{0}\left(h^{-1} \cdot Z\right)$. Then we have

$$
\pi\left(\left(z_{0}, \bar{z}_{0}\right), c_{0}, h\right)=\pi_{0}\left(\left(z_{0}, \bar{z}_{0}\right), c_{0}\right) \circ \sigma_{0}(h) \otimes \rho_{0}(h)
$$

for each $z_{0} \in \mathbb{C}^{n}, c_{0} \in \mathbb{R}$ and $h \in K_{0}$. This is precisely Formula (3.18) in [7].

## 9. Berezin and Stratonovich-Weyl symbols for Heisenberg motion groups

In this section, we first establish a decomposition formula for the Berezin symbol of an operator on $\mathcal{H}$ of the form $A_{0} \otimes A_{1}$ where $A_{0}$ is an operator of $\mathcal{H}_{0}$ and $A_{1}$ is an operator of $V$. As an application, we compute explicitely the Berezin and the Stratonovich-Weyl symbols of the representation operators.

We also need here the Berezin calculus for operators on $\mathcal{H}_{0}$. Recall that the Berezin symbol $S^{0}\left(A_{0}\right)$ of an operator $A_{0}$ on $\mathcal{H}_{0}$ is the function on $\mathcal{D}$ defined by

$$
S^{0}\left(A_{0}\right)(Z):=\frac{\left\langle A_{0} e_{Z}^{0}, e_{Z}^{0}\right\rangle}{\left\langle e_{Z}^{0}, e_{Z}^{0}\right\rangle}=e^{-\gamma|z|^{2} / 2}\left(A_{0} e_{Z}^{0}\right)(Z)
$$

see, for instance, [12]. In particular, $S^{0}$ is $H_{n}$-equivariant with respect to $\pi_{0}$. Let $B^{0}:=S^{0}\left(S^{0}\right)^{*}$ be the corresponding Berezin transform.

On the other hand, recall that $\varphi_{0}=\left((0,0), \gamma, \phi_{0}\right)$ and that we have identified the coadjoint orbit $o\left(\varphi_{0}\right)$ of $K$ with the coadjoint orbit $o\left(\phi_{0}\right)$ of $K_{0}$. Then, for $\varphi=((0,0), \gamma, \phi)$, we can identify the coherent state $e_{\varphi}$ on $o\left(\varphi_{0}\right)$ with the coherent state $e_{\phi}$ on $o\left(\phi_{0}\right)$. Hence, the corresponding Berezin calculus can be also identified.

Let $f_{0}$ be a complex-valued function on $\mathcal{D}$ and $f_{1}$ be a complex-valued function on $o\left(\phi_{0}\right)$. Then we denote by $f_{0} \otimes f_{1}$ the function on $\mathcal{D} \times o\left(\phi_{0}\right)$ defined by $f_{0} \otimes f_{1}(Z, \phi)=f_{0}(Z) f_{1}(\phi)$.
Proposition 9.1. Let $A_{0}$ be an operator on $\mathcal{H}_{0}$ and let $A_{1}$ be an operator on $V$. Let $A:=A_{0} \otimes A_{1}$. Then

1. For each $Z \in \mathcal{D}$, we have $S_{0}(A)(Z)=S^{0}\left(A_{0}\right)(Z) A_{1}$.
2. For each $Z \in \mathcal{D}$ and each $\phi \in o\left(\phi_{0}\right)$, we have $S(A)(Z, \phi)=S^{0}\left(A_{0}\right)(Z) s\left(A_{1}\right)(\phi)$, that is, $S(A)=S^{0}\left(A_{0}\right) \otimes s\left(A_{1}\right)$.
Proof. Let $Z=((z, 0), 0,0) \in \mathcal{D}$ and $v \in V$. We have

$$
S_{0}(A)(Z) v=e^{-\gamma|z|^{2} / 2} E_{Z}^{*} A E_{Z} v=e^{-\gamma|z|^{2} / 2} A\left(E_{Z} v\right)(Z)
$$

Now, recall that $E_{Z} v=e_{Z}^{0} \otimes v$. Then we get $A\left(E_{Z} v\right)=A_{0} e_{Z}^{0} \otimes A_{1} v$ and, consequently,

$$
S_{0}(A)(Z) v=e^{-\gamma|z|^{2} / 2}\left(A_{0} e_{Z}^{0}\right)(Z) A_{1} v=S^{0}\left(A_{0}\right)(Z) A_{1}
$$

This proves 1. Assertion 2 immediately follows from 1.
The preceding proposition is useful to compute the Berezin symbol of an operator on $\mathcal{H}$ which is a sum of operators of the form $A_{0} \otimes A_{1}$. This is precisely the case of the representation operators $\pi(g), g \in G$ and $d \pi(X), X \in \mathfrak{g}^{c}$ and then we have the following propositions.

Proposition 9.2. Let $g=\left(\left(z_{0}, \bar{z}_{0}\right), c_{0}, h\right) \in G$. For each $Z=((z, 0), 0,0) \in \mathcal{D}$ and each $\phi \in o\left(\phi_{0}\right)$, we have

$$
\begin{aligned}
& S(\pi(g))(Z, \phi) \\
& \quad=\exp \gamma\left(i c_{0}+\frac{1}{2} \bar{z}_{0} z-\frac{1}{4}\left|z_{0}\right|^{2}-\frac{1}{2}|z|^{2}+\frac{1}{2} \bar{z} h^{-1}\left(z-z_{0}\right)\right) s\left(\rho_{0}(h)\right)(\phi) .
\end{aligned}
$$

Proof. Recall that, for each $g=\left(\left(z_{0}, \bar{z}_{0}\right), c_{0}, h\right) \in G$, we have

$$
\pi(g)=\pi_{0}\left(\left(z_{0}, \bar{z}_{0}\right), c_{0}\right) \circ \sigma(h) \otimes \rho_{0}(h)
$$

Then the result follows from Proposition 9.1.
Proposition 9.3. 1. For each $X=((a, b), c, A) \in \mathfrak{g}^{c}, Z=((z, 0), 0,0) \in \mathcal{D}$ and $\phi \in o\left(\phi_{0}\right)$, we have

$$
S(d \pi(X))(Z, \phi)=i \gamma c-\frac{\gamma}{2}(a \bar{z}+b z+\bar{z}(A z))+s\left(d \rho_{0}(A)\right)(\phi)
$$

2. For each $X=((a, b), c, A) \in \mathfrak{g}^{c}$ and $Z=((z, 0), 0,0) \in \mathcal{D}$ and $\phi \in o\left(\phi_{0}\right)$, we have $S(d \pi(X))(Z, \phi)=i\langle\Psi(Z, \phi), X\rangle$ where the diffeomorphism $\Psi$ : $\mathcal{D} \times o\left(\phi_{0}\right) \rightarrow \mathcal{O}\left(\varphi_{0}\right)$ is defined by

$$
\Psi(Z, \phi)=\left(-\gamma(z, \bar{z}), \gamma, \phi-\frac{\gamma}{2}(z, \bar{z}) \times(z, \bar{z})\right)
$$

Proof. Assertion 1 follows from Proposition 3.3 and Proposition 9.1 and Assertion 2 follows from the equality $\Psi(Z, \phi)=\operatorname{Ad}^{*}\left(g_{Z}\right) \varphi_{0}$.

By adapting Proposition 6.3 to the present situation, we get the following decomposition of the Berezin transform $B=S S^{*}$.

Proposition 9.4. For each $f \in L^{2}\left(\mathcal{D} \times o\left(\phi_{0}\right)\right)$, we have

$$
B(f)(Z, \psi)=\int_{\mathcal{D} \times o\left(\phi_{0}\right)} k(Z, W, \psi, \phi) f(W, \phi) d \mu(W) d \nu(\phi)
$$

where

$$
k(Z, W, \psi, \phi)=e^{-\gamma|z-w|^{2} / 2} \frac{\left|\left\langle e_{\psi}, e_{\phi}\right\rangle_{V}\right|^{2}}{\left\langle e_{\phi}, e_{\phi}\right\rangle_{V}\left\langle e_{\psi}, e_{\psi}\right\rangle_{V}} .
$$

In particular, for each $f_{0} \in L^{2}(\mathcal{D})$ and $f_{1} \in L^{2}\left(o\left(\phi_{0}\right)\right)$, we have $B\left(f_{0} \otimes f_{1}\right)=$ $B_{0}\left(f_{0}\right) \otimes b\left(f_{1}\right)$.

Proof. We can compute $k(Z, W, \psi, \phi)$ (see Proposition 6.3) as follows. Let $Z=((z, 0), 0,0)$ and $W=((w, 0), 0,0) \in \mathcal{D}$. Then we have

$$
g_{Z}^{-1} g_{W}=\left((-z+w,-\bar{z}+\bar{w}),-\frac{i}{4}(z \bar{w}-\bar{z} w), I_{n}\right) .
$$

Thus

$$
\kappa\left(g_{Z}^{-1} g_{W}\right)=\left((0,0),-\frac{i}{4}(z \bar{z}+w \bar{w}-2 \bar{z} w), I_{n}\right) .
$$

Consequently, we get

$$
\rho\left(\kappa\left(g_{Z}^{-1} g_{W}\right)\right)^{-1}=e^{-\gamma\left(|z|^{2}+|w|^{2}-2 \bar{z} w\right) / 4} I_{V}
$$

Since we have

$$
\left|e^{-\gamma\left(|z|^{2}+|w|^{2}-2 \bar{z} w\right) / 4}\right|^{2}=e^{-\gamma|z-w|^{2} / 2}
$$

the first assertion follows from Proposition 6.3. The second assertion is an immediate consequence of the first one.

In the following proposition, we study the form of the function

$$
S\left(d \pi\left(X_{1} X_{2} \cdots X_{q}\right)\right)
$$

for $X_{1}, X_{2}, \ldots, X_{q} \in \mathfrak{g}^{c}$.
Proposition 9.5. Let $X_{1}, X_{2}, \ldots, X_{q} \in \mathfrak{g}^{c}$. Then

1. The function $S\left(d \pi\left(X_{1} X_{2} \cdots X_{q}\right)\right)(Z, \phi)$ is a sum of terms of the form

$$
P(Z) Q(\bar{Z}) s\left(d \rho_{0}\left(Y_{1} Y_{2} \cdots Y_{r}\right)\right)(\phi)
$$

where $P, Q$ are polynomials of degree $\leq q, r \leq q$ and $Y_{1}, Y_{2}, \ldots, Y_{r} \in \mathfrak{k}_{0}^{c}$.
2. We have $S\left(d \pi\left(X_{1} X_{2} \cdots X_{q}\right)\right) \in L^{2}\left(\mathcal{D} \times o\left(\phi_{0}\right)\right)$.

Proof. 1. By using Proposition 3.3, we can verify by induction on $q$ that, for each $X_{1}, X_{2}, \ldots, X_{q} \in \mathfrak{g}^{c}, d \pi\left(X_{1} X_{2} \cdots X_{q}\right)$ is a sum of terms of the form

$$
P(Z) d \rho_{0}\left(Y_{1} Y_{2} \cdots Y_{r}\right) \partial_{i_{1}} \partial_{i_{2}} \cdots \partial_{i_{s}}
$$

where $P$ is a polynomial of degree $\leq q, r, s \leq q$ and $Y_{1}, Y_{2}, \ldots, Y_{r} \in \mathfrak{k}_{0}^{c}$. Here we write as usual $Z=((z, 0), 0,0)$ with $z \in \mathbb{C}^{n}$ and $\partial_{i}$ stands for the derivative with respect to $z_{i}$.

Taking Proposition 9.1 into account, this implies that $S\left(d \pi\left(X_{1} X_{2} \cdots X_{q}\right)\right)$ is a sum of terms of the form

$$
P(Z) S^{0}\left(\partial_{i_{1}} \partial_{i_{2}} \cdots \partial_{i_{s}}\right)(Z) s\left(d \rho_{0}\left(Y_{1} Y_{2} \cdots Y_{r}\right)\right)(\phi)
$$

But recall that $e_{Z}^{0}(W)=e^{\gamma \bar{z} w / 2}$. Then we have

$$
\left(\partial_{i_{1}} \partial_{i_{2}} \cdots \partial_{i_{s}} e_{Z}^{0}\right)(W)=\bar{w}_{i_{1}} \bar{w}_{i_{1}} \cdots \bar{w}_{i_{s}} e_{Z}^{0}(W)
$$

Thus we see that

$$
S^{0}\left(\partial_{i_{1}} \partial_{i_{2}} \cdots \partial_{i_{s}}\right)(Z)=e_{Z}^{0}(Z)^{-1}\left(\partial_{i_{1}} \partial_{i_{2}} \cdots \partial_{i_{s}} e_{Z}^{0}\right)(Z)=\bar{w}_{i_{1}} \bar{w}_{i_{1}} \cdots \bar{w}_{i_{s}}
$$

The result follows.
2. This assertion is a consequence of 1 . Indeed, the function $P(Z) Q(\bar{Z})$ with $P, Q$ polynomials is clearly square-integrable with respect to $\mu_{0}$. On the other hand, recall that $V$ is finite-dimensional, that $o\left(\phi_{0}\right)$ is compact and that we have the property $\left|s\left(A_{0}\right)\right| \leq\left\|A_{0}\right\|_{\text {op }}$ for each operator $A_{0}$ on $V$. Then we see that $s\left(d \rho_{0}\left(Y_{1} Y_{2} \cdots Y_{s}\right)\right)$ is bounded hence square-integrable on $o\left(\phi_{0}\right)$.

In the general case, by contrast to the preceding proposition, the function $S\left(d \pi\left(X_{1} X_{2} \cdots X_{q}\right)\right)$ is not usually square-integrable. However, when $\mathfrak{g}$ is reductive, we have proved that $B$ can be extended to a class of fonctions which contains $S\left(d \pi\left(X_{1} X_{2} \cdots X_{q}\right)\right)$ for $X_{1}, X_{2}, \ldots, X_{q} \in \mathfrak{g}^{c}$ and $q \leq q_{\pi}$ where $q_{\pi}$ only depends on $\pi$, see [18, 19].

Finally, we compute $W(d \pi(X)), X \in \mathfrak{g}^{c}$ which is well-defined thanks to the preceding proposition. Consider the Stratonovich-Weyl correspondences $W:=B^{-1 / 2} S, W_{0}:=B_{0}^{-1 / 2} S^{0}$ and $w:=b^{-1 / 2} s$ on $\mathcal{D} \times o\left(\phi_{0}\right), \mathcal{D}$ and $o\left(\phi_{0}\right)$, respectively. Clearly, for any $A_{0}$ operator on $\mathcal{H}_{0}$ and any $A_{1}$ operator on $V$, we have $W\left(A_{0} \otimes A_{1}\right)=W_{0}\left(A_{0}\right) \otimes w\left(A_{1}\right)$ by Proposition 9.1 and Proposition 9.4.

Proposition 9.6. For each $X=((a, b), c, A) \in \mathfrak{g}^{c}, Z=((z, 0), 0,0) \in \mathcal{D}$ and $\phi \in o\left(\phi_{0}\right)$, we have

$$
W(d \pi(X))(Z, \phi)=i c \gamma+w\left(d \rho_{0}(A)\right)(\phi)+\frac{1}{2} \operatorname{Tr}(A)-\frac{\gamma}{2}(a \bar{z}+b z+\bar{z}(A z))
$$

Proof. Let $\Delta:=4 \sum_{k=1}^{n}\left(\partial_{z_{k}} \partial_{\bar{z}_{k}}\right)$ be the Laplace operator. Then it is wellknown that we have $B_{0}=\exp (\Delta / 2 \gamma)$, see [36]. Thus we get

$$
W_{0}=\exp (-\Delta / 4 \gamma) S^{0}
$$

and, by applying Proposition 9.3 and Proposition 9.4, we find that

$$
\begin{aligned}
W(d \pi(X))(Z, \phi) & =i c \gamma+w\left(d \rho_{0}(A)\right)(\phi)-\frac{\gamma}{2} \exp (-\Delta / 4 \gamma)(a \bar{z}+b z+\bar{z}(A z)) \\
& =i c \gamma+w\left(d \rho_{0}(A)\right)(\phi)+\frac{1}{2} \operatorname{Tr}(A)-\frac{\gamma}{2}(a \bar{z}+b z+\bar{z}(A z))
\end{aligned}
$$
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# Two classes of real numbers and formal power series: quasi algebraic objects 
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#### Abstract

Motivated by the endeavour to extend to the algebraic irrationals the notion of best rational approximation to a given real number, we define the concept of quasi algebraic number and prove some results related to it. We apply these results to the study of the Schröder functional equation with quasi algebraic parameter. The main definitions can be transposed to the field of formal Laurent series over a finite field. In this respect we prove that every badly approximable series is quasi algebraic.
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## 1. Introduction

The present work originates from the purpose to extend the concept of best approximation $r$ to a given real number $\xi$ (which is defined for rational $r$ ) to the algebraic irrationals. In the literature there are two different notions of best approximations, namely the best approximations of the first and of the second kind [6], which are also referred to respectively as fair and good approximations [10]. A good approximation is also a fair one, while an analogous implication for algebraic approximations of higher degree does not hold: if $P(x)$ and $Q(x)$ are polynomials of degree $n>1, P(\xi) \neq 0, Q(\xi) \neq 0,|P(\xi)|<|Q(\xi)|$, $H(Q) \leq H(P)$ (see the definition of height), it does not follow that $P(x)$ has a root which is closer to $\xi$ than any root of $Q(x)$. Therefore we will be concerned with the extension of the notion of best approximation of the first kind which is more directly related with the distance between $\xi$ and its approximation. For any irrational number $\xi$ the sequence of its convergents is a uniquely determined sequence of rationals of best approximation. We have considered the problem of determining a sequence $\left\{\alpha_{n}\right\}$ of irrational algebraic numbers of bounded degree and of best approximation in a sense that we are going to define. The existence of such a sequence is not assured in general, as in many cases (like the Liouville numbers) the rationals outdo the algebraic numbers of
higher degree in their approximation power.
There is a large literature concerning approximations by algebraic numbers (see [3], especially Chapter 2 and 3 ). The peculiar features of our approach are just these notions: after giving the appropriate definitions, the necessity of providing a suitable context for the existence of irrational algebraic numbers of best approximation has led us to considering a new class of irrational numbers, which we have called quasi algebraic. This class contains almost every real number in the sense of Lebesgue measure and has dense and uncountable complement in the set of real numbers. We prove some diophantine properties of quasi algebraic numbers which apply to the study of the Schröder functional equation. Our main definitions (quasi algebraic irrational numbers and irrational algebraic numbers of best approximation) can be transposed verbatim, mutatis mutandis, to the field $\mathbb{K}\left(\left(X^{-1}\right)\right)$ of formal Laurent series with coefficients in a field $\mathbb{K}$. We focus on the case $\mathbb{K}$ is a finite field.

We thank the referee for the valuable hints which have led to a substantial improvement of Theorem 3.1.

## 2. Notation and terminology

Let $a_{0}, a_{1}, \ldots, a_{n}$ be positive real numbers. Let's pose

$$
\begin{aligned}
& {\left[a_{0}, a_{1}, \ldots, a_{n}\right]=a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+\ldots \ldots \ldots \ldots \ldots}}} \\
& a_{n-1}+\frac{1}{a_{n}}
\end{aligned}
$$

In particular, if the $a_{i}$ are integers, if we set

$$
p_{-2}=0, \quad p_{-1}=1, \quad q_{-2}=1, \quad q_{-1}=0
$$

and define inductively

$$
p_{i}=a_{i} p_{i-1}+p_{i-2}, \quad q_{i}=a_{i} q_{i-1}+q_{i-2}, \quad(i \geq 0)
$$

we have

$$
\frac{p_{n}}{q_{n}}=\left[a_{0}, \ldots, a_{n}\right] \quad \text { and } \quad p_{n-1} q_{n}-p_{n} q_{n-1}=(-1)^{n}
$$

Every real number $\xi$ can be developed in continued fraction

$$
\xi=\left[a_{0}, a_{1}, \ldots, a_{n}, \ldots\right]=\lim _{n \rightarrow+\infty} \frac{p_{n}}{q_{n}}
$$

The fractions $p_{n} / q_{n}$ are called the convergents of $\xi$. The development is finite if $\xi$ is rational, infinite if $\xi$ irrational, ultimately periodic if $\xi$ is quadratic. The following identity holds:

$$
\xi=\left[a_{0}, a_{1}, \ldots, a_{n}, A_{n+1}\right]
$$

where $A_{n+1}=\left[a_{n+1}, a_{n+2}, \ldots\right]$. The $a_{i}$ are called the partial quotients of $\xi$ and the $A_{i}$ the complete quotients. If $s_{n-1}=p_{n-1} / q_{n-1}, s_{n}=p_{n} / q_{n}, n>-1$ are two successive convergents and $a_{n+1}>1$, a fraction of the form

$$
s_{n, k}=\frac{k p_{n}+p_{n-1}}{k q_{n}+q_{n-1}}=\frac{p_{n, k}}{q_{n, k}}, \quad \text { with } \quad 1 \leq k<a_{n+1}
$$

is called secondary convergent. An irrational number $\xi$ is said to be badly approximable or of constant type if there is a constant $C>0$ such that

$$
\left|\xi-\frac{p}{q}\right| \geq \frac{C}{q^{2}}
$$

for every $p / q \in \mathbb{Q} ; \xi$ is of constant type if and only if the sequence of its partial quotients is bounded.

Given a polynomial with real coefficients

$$
P(x)=a_{n} x^{n}+\cdots+a_{0}
$$

we define the height

$$
H(P):=\max _{i \leq n}\left|a_{i}\right|
$$

and the length

$$
L(P):=\sum_{i \leq n}\left|a_{i}\right|
$$

Given an algebraic number $\alpha$, we indicate with $H(\alpha)$ and $L(\alpha)$ the height and the length of its minimal polynomial over $\mathbb{Z}$. We denote by $d(\alpha)$ its degree.

Let $n$ be a positive integer and $\xi$ any real number. We say that an algebraic $\alpha$ of degree $n$ is of best approximation for $\xi$ if the following condition holds:

$$
\begin{aligned}
& \text { for any algebraic } \beta \text { with } 1 \leq d(\beta) \leq n \text { and } H(\beta) \leq H(\alpha) \text {, we have } \\
& |\alpha-\xi| \leq|\beta-\xi| \text {. }
\end{aligned}
$$

We say that an irrational number $\xi$ is quasi algebraic if there is an integer $m \geq 2$ such that the following condition $\mathcal{C}$ is fulfilled:
$\mathcal{C}$ : for almost every rational $r$ (i.e. except at most a finite number) there is an algebraic irrational $\alpha_{(r)}$ such that $d\left(\alpha_{(r)}\right) \leq m, H\left(\alpha_{(r)}\right) \leq H(r)$ and $\left|\xi-\alpha_{(r)}\right| \leq|\xi-r|$.

If $\xi$ is quasi algebraic and $s$ is the least integer $m$ for which the condition above holds, we say that $s$ is the degree of $\xi$ as a quasi algebraic number and write $s=\partial(\xi)$.

Two real numbers $\alpha, \beta$ are said to be equivalent if $\alpha=\frac{m \beta+p}{n \beta+q}$ with $m, n, p, q \in \mathbb{Z}$ and $|m q-n p|=1$.

If $\alpha$ is a real number, we denote by $\langle\alpha\rangle$ the distance between $\alpha$ and the set $\mathbb{Z}$ of integers.

## 3. Main results for real numbers

We take into account the set of all quasi algebraic numbers whose degree does not exceed 3 in order to investigate its metric properties as well as its relationship with the algebraic irrationals and with the numbers of constant type.

Theorem 3.1. 1. Almost every real number in the sense of Lebesgue measure, including the algebraic irrationals, is quasi algebraic of degree 2 .
2. If $\bar{\xi}$ is of constant type, there exists at least one quasi algebraic $\xi$ with $\partial(\xi) \leq$ 3 such that $\xi$ and $\bar{\xi}$ are equivalent.

Proof. 1. Recall the definition of the function $w_{n}(\xi)$, for $\xi$ real and $n$ a positive integer: $w_{n}(\xi)$ is the supremum of the set of real numbers $w$ with the property that there are infinitely many polynomials $P(x)$ of degree $\leq n$ with integer coefficients such that

$$
0<|P(\xi)| \leq H(P)^{-w} .
$$

It is known that $w_{1}(\xi)=1$ for almost all real numbers. Let us define the set $B_{1,2}$ of the real numbers $\xi$ with the properties that $w_{1}(\xi)=1$ and there is $H_{0}(\xi)>0$ such that the following holds: for every $H \geq H_{0}$ there is a quadratic $\alpha$ with

$$
H^{0.9} \leq H(\alpha) \leq H \quad \text { and } \quad|\xi-\alpha| \leq H(\alpha)^{-2.9} .
$$

It follows from Corollaire 1 of [2], with $d=2$ and $\varepsilon=0,1$, that $B_{1,2}$ contains almost every real number. Furthermore, as $w_{2}(\xi)=2, w_{1}(\xi)=1$ for all algebraic numbers of degree $\geq 3$ (see [3, p.45]), from Théorème 1 of [2], taking $\lambda=1$ and $\varepsilon=0.1$ we obtain that every such algebraic belongs to $B_{1,2}$. Now we are going to show that every number in $B_{1,2}$ is quasi algebraic of degree 2. Let $\xi \in B_{1,2}$. Consider the interval $I_{\xi}=\left(\xi-\varepsilon_{1}, \xi+\varepsilon_{1}\right)$ where $\varepsilon_{1}$ is chosen in the following way:
a. if $|\xi|<1$, then $-1<\xi-\varepsilon_{1}<\xi+\varepsilon_{1}<1$;
b. if $\xi>1$, then $1<\xi-\varepsilon_{1}$;
c. if $\xi<-1$, then $\xi+\varepsilon_{1}<-1$.

Observe that, if $p / q \in I_{\xi}$, there is a constant $C_{\xi}$ such that $q^{-1}>H(p / q)^{-1} C_{\xi}$; in fact, take $C_{\xi}$ respectively equal $1, \xi-\varepsilon_{1},\left|\xi+\varepsilon_{1}\right|$ in the cases $a, b, c$. Fix two quadratics $\alpha_{1}, \alpha_{2} \in I_{\xi}, \alpha_{1}<\xi, \alpha_{2}>\xi$ with $H\left(\alpha_{1}\right)=H_{1}, H\left(\alpha_{2}\right)=H_{2}$. Since $w_{1}(\xi)=1$, there is a finite number of rationals $r_{i}=p_{i} / q_{i}, i \leq k$, such that

$$
\begin{equation*}
\left|q_{i} \xi-p_{i}\right| \leq H\left(r_{i}\right)^{-1.1} \tag{*}
\end{equation*}
$$

Let $H_{3}=\max _{i \leq k} H\left(r_{i}\right)$. From the defining condition of $B_{1,2}$, consider the $H_{0}$ associated with $\xi$ and $H_{4}=\max \left\{H_{0}, H_{1}, H_{2}, H_{3}, C_{\xi}^{-10}\right\}$. We are going to prove that our Condition $\mathcal{C}$ in the definition of quasi algebraic numbers is fulfilled, for $m=2$. Take a rational $r, H(r)>H_{4}$. If $r \notin I_{\xi}$, then $\left|\xi-\alpha_{1}\right|<|\xi-r|$ if $r<\xi,\left|\xi-\alpha_{2}\right|<|\xi-r|$ if $r>\xi, H_{1}, H_{2}<H(r)$. If $r=p / q \in I_{\xi}$, then it follows:

$$
|\xi-r|>q^{-1} H(r)^{-1.1}>C_{\xi} H(r)^{-2.1}>H(r)^{-2.2}
$$

On the other hand, there is a quadratic $\alpha_{(r)}$, with $H(r)^{0.9} \leq H\left(\alpha_{(r)}\right) \leq$ $H(r)$ and

$$
\left|\xi-\alpha_{(r)}\right| \leq H\left(\alpha_{(r)}\right)^{-2.9} \leq H(r)^{-2.61}
$$

This completes the proof of part 1 , as quadratic numbers are trivially quasi algebraic of degree 2, taking $\alpha_{(r)}=\xi$ for $H(r) \geq H(\xi)$.
2. Let $\bar{\xi}$ be a number of constant type. For what we proved in 1, we can suppose that $\bar{\xi}$ is a transcendental. Denote by $\xi=\left[a_{0}, a_{1}, \ldots, a_{n}, \ldots\right]$ any complete quotient of $\bar{\xi}$ associated with a maximal partial quotient. Therefore $\xi$ and $\bar{\xi}$ are equivalent and $a_{0} \geq a_{i}, i \geq 1$. Besides $a_{0} \geq 2$ as $\bar{\xi}$ is not quadratic. We are going to prove that $\xi$ is quasi algebraic with $\partial(\xi) \leq 3$. Divide the proof in three steps.
i. Given a convergent $s_{n}=p_{n} / q_{n}$ of $\xi$, we prove that there is a cubic $\alpha_{n}$ satisfying the condition $\mathcal{C}$, with $r=s_{n}$. Observe that $\xi^{2}>A_{n+1}=$ [ $\left.a_{n+1}, \ldots\right]$, because $a_{0} \geq 2$ by hypothesis. Consider

$$
\bar{x}(t)=\frac{t p_{n}+p_{n-1}}{t q_{n}+q_{n-1}}, \quad \bar{y}(t)=\sqrt{t}
$$

Suppose at first that $s_{n}>s_{n-1}$, namely $\bar{x}(t)$ monotonically increasing. As $\bar{x}\left(A_{n+1}\right)=\xi$ and $\xi^{2}>A_{n+1}$, we have $\bar{x}\left(\xi^{2}\right)>\bar{x}\left(A_{n+1}\right)=\xi=\bar{y}\left(\xi^{2}\right)$. As $\bar{y}\left(s_{n}^{2}\right)=s_{n}>\bar{x}\left(s_{n}^{2}\right)$, there is $t_{0}, \xi^{2}<t_{0}<s_{n}^{2}$, such that $\bar{x}\left(t_{0}\right)=\bar{y}\left(t_{0}\right)$. Then $t_{0}=x_{0}^{2}, \xi<x_{0}<s_{n}$. In the case $s_{n}<s_{n-1}$ and $\bar{x}(t)$ decreasing, we come, with symmetric arguments, to the inequality $s_{n}<x_{0}<\xi$,
while the equality $\bar{y}\left(t_{0}\right)=\bar{x}\left(t_{0}\right)$ holds with $s_{n}^{2}<t_{0}<\xi^{2}$. In both cases it follows:

$$
\bar{x}\left(t_{0}\right)=\bar{x}\left(x_{0}^{2}\right)=\frac{x_{0}^{2} p_{n}+p_{n-1}}{x_{0}^{2} q_{n}+q_{n-1}}=\bar{y}\left(t_{0}\right)=x_{0}
$$

Then $x_{0}$ is a solution of the cubic equation

$$
\begin{equation*}
q_{n} x^{3}-p_{n} x^{2}+q_{n-1} x-p_{n-1}=0 \tag{1}
\end{equation*}
$$

and $\left|\xi-x_{0}\right|<\left|\xi-s_{n}\right|$. It remains to show that the Equation (1) is irreducible in $\mathbb{Z}$, in order to conclude that $H\left(x_{0}\right) \leq H\left(s_{n}\right)$; this check is necessary, as the height of the product of two polynomials can be strictly less than the height of one of the factors. The first member of (1) is primitive, being the convergents reduced fractions. Moreover, it does not admit negative root, as $p_{n}, q_{n}, p_{n-1}$ and $q_{n-1}$ are positive. As the Equation (1) is equivalent to

$$
x=\frac{x^{2} p_{n}+p_{n-1}}{x^{2} q_{n}+q_{n-1}}
$$

$\alpha$ is a root of (1) if and only if $\bar{x}\left(\alpha^{2}\right)=\alpha=\bar{y}\left(\alpha^{2}\right)$, i.e. if and only if $\alpha^{2}$ is a zero of the function $z(t)=\bar{x}(t)-\bar{y}(t)$. But $z^{\prime}(t) \neq 0$ for $t>0$; thus the only zero of $z(t)$ is $x_{0}^{2}$. Consequently, $x_{0}$ is the only real root of (1). If (1) were not irreducible over $\mathbb{Z}$, there would exist a factorization of the type:

$$
q_{n} x^{3}-p_{n} x^{2}+q_{n-1} x-p_{n-1}=(b x-a)\left(l x^{2}+m x+n\right)
$$

with $a, b, l, m, n$ in $\mathbb{Z}$. For what we have just proved above, $x_{0}=a / b$ with $b>q_{n}$ since $x_{0}$ belongs to the interval of two successive convergents $s_{n-1}, s_{n}$. Equating terms yields $q_{n}=l b$, which is absurd. Therefore (1) is the minimal polynomial of $x_{0}$ and $H\left(x_{0}\right) \leq H\left(s_{n}\right)$.
ii. Given a secondary convergent of $\xi$, namely of the form

$$
s_{n, k}=\frac{p_{n, k}}{q_{n, k}}=\frac{k p_{n}+p_{n-1}}{k q_{n}+q_{n-1}}, \quad 1 \leq k<a_{n+1}, \quad n \geq-1
$$

(existing if $a_{n+1}>1$ ), we prove that there is a quadratic $\alpha_{n, k}$ which satisfies the condition $\mathcal{C}$. Let's pose $\alpha_{n, k}=\left[\overline{a_{0}, \ldots, a_{n}, k}\right]$ if $n \geq 0$, $\alpha_{n, k}=[\bar{k}]$ if $n=-1$. We observe that $\alpha_{n, k}$ is the positive root of the equation:

$$
q_{n, k} x^{2}+\left(q_{n}-p_{n, k}\right) x-p_{n}=0
$$

being the fixed point of $\tilde{x}(t)=\frac{t p_{n, k}+p_{n}}{t q_{n, k}+q_{n}}$, as $\left|p_{n} q_{n, k}-p_{n, k} q_{n}\right|=1$. Obviously $\alpha_{n, k}$ is quadratic and $H\left(\alpha_{n, k}\right) \leq H\left(s_{n, k}\right)$. As in step $2 i$, one can verify that $\alpha_{n, k}$ belongs to the interval of extremes $\xi$ and $s_{n, k}$; thus $\left|\xi-\alpha_{n, k}\right|<\left|\xi-s_{n, k}\right|$.
iii. Consider now any rational $r$; set $\bar{h}=H(r)$. Let $r^{*}$ be the rational (possibly coinciding with $r$ ) which attains the least distance with $\xi$ among all the rationals of height less or equal to $\bar{h}$. It can be easily checked that $r^{*}$ is either a convergent or a secondary convergent of $\xi$. In both cases, for what we have shown in $2 i$ and $2 i i$, there is an algebraic $\alpha_{(r)}$ of degree 2 or 3 satisfying condition $\mathcal{C}$ with respect to $r^{*}$ and therefore a fortiori with respect to $r$. This completes the proof.

The following proposition shows that there are numbers of constant type which are quasi algebraic of degree 2 .

Lemma 3.2. Let $m$, $n, p, q$ be positive integers, with $(m, n)=(p, q)=1$ and $|m q-n p|=1$. Further, let $k$ be a positive real number. Then:

$$
\left|\frac{k m+p}{k n+q}-\frac{k m+2 p}{k n+2 q}\right|<\left|\frac{k m+p}{k n+q}-\frac{m}{n}\right|
$$

Proof. Let $A=\frac{m}{n}, B=\frac{k m+p}{k n+q}, C=\frac{k m+2 p}{k n+2 q}$, we have $C<B<A$ or $A<B<C$ according to whether $m q-n p$ equals 1 or -1 . As $A+C-2 B=$ $(A-B)-(B-C)=\frac{2 q(m q-n p)}{n(k n+q)(k n+2 q)}$, which is positive in the first case and negative in the second, our claim is proved.

Proposition 3.3. Let $\xi=\left[a_{0}, a_{1}, \ldots, a_{n}, \ldots\right]$ be transcendental of constant type, $m_{0}=\min _{a_{i} \neq 0}\left\{a_{i}\right\}, M_{0}=\max _{i \geq 0}\left\{a_{i}\right\}$. If $M_{0} / m_{0} \leq 2$, then $\partial(\xi)=2$, i.e. $\xi$ is quasi quadratic.

Proof. Suppose firstly $a_{0} \geq 1$. Pose $\alpha_{1}=\left[\overline{m_{0}, M_{0}}\right], \alpha_{2}=\left[\overline{M_{0}, m_{0}}\right]$. Observe that $\alpha_{1}$ and $\alpha_{2}$ are respectively the minimum and the maximum of all irrationals whose partial quotients are included between $m_{0}$ and $M_{0}$; moreover $\alpha_{2} / \alpha_{1}=M_{0} / m_{0}$. Then $\alpha_{1}<\xi<\alpha_{2}$. To prove that $\partial(\xi)=2$, owing to the results of Theorem 3.1, we need only to consider the convergents of $\xi$ as the quadratic associated with a secondary convergent can be constructed exactly in the same way as in step $2 i i$ of it. In the notations of the theorem, let $s_{N}=p_{N} / q_{N}, N \geq 0$ and $\bar{x}(t)$ the related map. Define $\alpha_{(N)}=\left[\overline{a_{0}, a_{1}, \ldots, a_{N}}\right]$. Of course $\alpha_{1} \leq \alpha_{(N)} \leq \alpha_{2}$ and $\alpha_{1}<A_{N+1}<\alpha_{2}$. We distinguish two cases, since $A_{N+1} \neq \alpha_{(N)}$, as $A_{N+1}$ is transcendental.

1. $A_{N+1}<\alpha_{(N)}$. As $\bar{x}\left(\alpha_{(N)}\right)=\alpha_{(N)}, \bar{x}\left(A_{N+1}\right)=\xi, \lim _{t \rightarrow+\infty} \bar{x}(t)=s_{N}$ and $\bar{x}(t)$ is monotone, $\alpha_{(N)}$ belongs to the interval between $\xi$ and $s_{N}$, and thus $\left|\xi-\alpha_{(N)}\right|<\left|\xi-s_{N}\right|$.
2. $A_{N+1}>\alpha_{(N)}$. As $\alpha_{2} / \alpha_{1}=M_{0} / m_{0} \leq 2$ and $A_{N+1}<\alpha_{2}$, it follows $A_{N+1} / 2<\alpha_{(N)}$ from $\alpha_{1} \leq \alpha_{(N)}$. If in Lemma 3.2 we pose $m=p_{N}, n=q_{N}$, $p=p_{N-1}, q=q_{N-1}, k=A_{N+1}$, we have $A=s_{N}, B=\xi=\bar{x}\left(A_{N+1}\right)$, $C=\bar{x}(k / 2)$. From already known facts about $\bar{x}(t)$ and the inequality $A_{N+1} / 2<\alpha_{(N)}$, it follows that $\alpha_{(N)}$ lies between $B$ and $C$; therefore we have $\left|\xi-\alpha_{(N)}\right|<|\xi-C|$. Since from Lemma 3.2 follows $|\xi-C|<\left|\xi-s_{N}\right|$ and $H\left(\alpha_{(N)}\right) \leq H\left(s_{N}\right)$, because the minimal polynomial of $\alpha_{(N)}$ is

$$
q_{N} x^{2}+\left(q_{N-1}-p_{N}\right) x-p_{N-1},
$$

the proof is complete in the case $a_{0} \geq 1$.
If $a_{0}=0$, put $\alpha_{(N)}=\left[0, \overline{a_{1}, \ldots, a_{N}}\right]$ and $\bar{\alpha}_{(N)}=\left[\overline{a_{1}, \ldots, a_{N}}\right]$; proceed like before considering the two cases $A_{N+1}>\bar{\alpha}_{(N)}$ and $A_{N+1}<\bar{\alpha}_{(N)}$ and taking into account the fact that now $\bar{x}\left(\bar{\alpha}_{(N)}\right)=\alpha_{(N)}$.
In $[3$, p.39] it is observed that the Thue-Morse word on $\{1,2\}$ (see [11]) "is too well approximable by quadratic numbers to be algebraic, but we do not know precisely how well it is approximable". As a matter of fact, it follows directly from Proposition 3.3 that this number is quasi quadratic. Therefore the above question about the Thue-Morse word con be considered in the more general framework of quasi quadratic numbers. The following proposition quantifies the goodness of the approximation of a quasi quadratic number by quadratics.

Proposition 3.4. Let $\xi$ be a quasi quadratic transcendental number. There is a uniquely determined sequence of quadratics of best approximation $\left\{\alpha_{n}\right\}$, $n \in \mathbb{N}$, converging to $\xi$ and such that $\left|\xi-\alpha_{n}\right|=O\left(H\left(\alpha_{n}\right)\right)^{-2}$.
Proof. We are going to define inductively an integer $r_{n}$ and a quadratic $\alpha_{n}$. Let $r_{1}$ be the least integer such that the defining condition $\mathcal{C}$ of quasi algebraic numbers holds (for $m=2$ ) for every convergent $p_{i} / q_{i}$ of $\xi$, with $i \geq r_{1}$. Let $h_{1}=h\left(p_{r_{1}} / q_{r_{1}}\right)$. Among all quadratics of height equal or less $h_{1}$, let $\alpha_{1}$ be the nearest to $\xi$; it is unique for the transcendence of $\xi$. Suppose we have defined $r_{n}$ and $\alpha_{n}$; let $r_{n+1}$ be the least integer $i$ such that $\left|\xi-p_{i} / q_{i}\right|<\left|\xi-\alpha_{n}\right|$ and let $h_{n+1}=h\left(p_{r_{n+1}} / q_{r_{n+1}}\right)$. Among all quadratics whose height is less or equal $h_{n+1}$, let $\alpha_{n+1}$ be the nearest to $\xi$. As $h_{n}<(|\xi|+1) q_{r_{n}}$, from the hypotheses on $\xi$ it follows:

$$
\left|\xi-\alpha_{n}\right|<\left|\xi-\frac{p_{r_{n}}}{q_{r_{n}}}\right|<\frac{1}{q_{r_{n}}^{2}}<\frac{(|\xi|+1)^{2}}{h_{n}^{2}}<\frac{(|\xi|+1)^{2}}{\left[H\left(\alpha_{n}\right)\right]^{2}} .
$$

It is easily checked that $\alpha_{n}$ are of best approximation. Besides, the construction determines them univocally.

Remark 3.5. Observe that the convergents $s_{n}$ of a real number $\xi$ are rationals of best approximation such that $\left|\xi-s_{n}\right|=O\left(H\left(s_{n}\right)\right)^{-2}$, namely the same properties which characterize the quadratics $\alpha_{n}$ with respect to the quasi quadratic $\xi$. Roughly speaking, a quasi quadratic number admits a sequence of quadratic convergents; they approximate $\xi$ better than the rational convergents $s_{n}$, for less or equal height.

Furthermore, if $\xi$ satisfies the hypotheses of Proposition 3.3, the integer $r_{1}$ in Proposition 3.4 can be taken equal zero. Consequently, for every ration $r$ there is a quadratic of best approximation $\alpha_{r}$ with $H\left(\alpha_{r}\right) \leq H(r)$ and $\left|\alpha_{r}-\xi\right|<$ $|r-\xi|$.

Now we are going to prove a diophantine property of quasi algebraic numbers. It will enable us to demonstrate the existence of uncountably many real numbers which are not quasi algebraic. Moreover it ensures the existence of a solution for the Schröder functional equation with quasi algebraic parameter.
Theorem 3.6. Let $\xi$ be a transcendental quasi algebraic number in the unit interval, $\partial(\xi)=s$. Then the following hold:
i. there is a real positive constant $K$ depending only on $\xi$ such that, for any $p, q \in \mathbb{Z}, q \geq 1$,

$$
|q \xi-p|>K q^{-s} ;
$$

ii. for any $\varepsilon>0$ the series

$$
\sum_{h \geq 1} h^{-(s+\varepsilon)}\langle h \xi\rangle^{-1}
$$

converges and its sum $S(\varepsilon)$ is $O\left(\zeta^{\prime}(1+\varepsilon)\right)$ for $\varepsilon \rightarrow 0^{+}$, where $\zeta^{\prime}$ is the derivative of the Riemann $\zeta$ function.
Proof. $\quad i$. For $n \geq n_{0}$, to every convergent $s_{n}$ of $\xi$ can be associated an algebraic irrational $\alpha_{\left(s_{n}\right)}=\alpha_{n}$ with $d\left(\alpha_{n}\right)=r_{n} \leq s, H\left(\alpha_{n}\right) \leq H\left(s_{n}\right)$ (following our definition of quasi algebraic number which excludes possibly a finite number of rationals for Condition $\mathcal{C}$ ) and $\left|\alpha_{n}-\xi\right|<\left|s_{n}-\xi\right|$. We are going to apply Güting's Theorem to $\alpha_{n}$ and the polynomial $P_{n}(x)=q_{n} x-p_{n}$. From [5] follows, for $n \geq n_{0}$ :

$$
\left|q_{n} \alpha_{n}-p_{n}\right| \geq \frac{1}{L\left(\alpha_{n}\right)\left(q_{n}+\left|p_{n}\right|\right)^{r_{n}-1}} .
$$

As $L\left(\alpha_{n}\right) \leq H\left(\alpha_{n}\right)\left(r_{n}+1\right)$ we get, dividing by $q_{n}$ :

$$
\left|\alpha_{n}-s_{n}\right| \geq \frac{1}{H\left(\alpha_{n}\right)\left(r_{n+1}\right)\left(1+\left|s_{n}\right|\right)^{r_{n}-1} q_{n}^{r_{n}}} .
$$

Since $H\left(\alpha_{n}\right) \leq H\left(s_{n}\right) \leq q_{n}(|\xi|+1)$ and $r_{n} \leq s$ we obtain:

$$
\left|\alpha_{n}-s_{n}\right| \geq \frac{1}{q_{n}^{s+1}(s+1)(|\xi|+1)(|\xi|+2)^{s-1}} .
$$

If we put $C=\frac{1}{(s+1)(|\xi|+1)(|\xi|+2)^{s-1}}$, we get:

$$
\begin{equation*}
\left|\alpha_{n}-s_{n}\right| \geq \frac{C}{q_{n}^{s+1}}, \quad \forall n \geq n_{0} \tag{2}
\end{equation*}
$$

As $\left|\xi-s_{n}\right|<\frac{1}{a_{n+1} q_{n}^{2}}$ and $\left|\xi-\alpha_{n}\right|<\left|\xi-s_{n}\right|$, this yields:

$$
\begin{equation*}
\left|\alpha_{n}-s_{n}\right| \leq\left|\alpha_{n}-\xi\right|+\left|\xi-s_{n}\right|<\frac{2}{a_{n+1} q_{n}^{2}} \tag{3}
\end{equation*}
$$

From (2) and (3) we have

$$
a_{n+1}<\frac{2}{C} q_{n}^{s-1}, \quad \forall n \geq n_{0}
$$

Determine now constants $C_{1}, \ldots, C_{n_{0}}$ such that:

$$
a_{1}<C_{1} q_{0}^{s-1}, \ldots, a_{n_{0}}<C_{n_{0}} q_{n_{0}-1}^{s-1}
$$

If $D=\sup \left(C_{1}, \ldots, C_{n_{0}}, \frac{2}{C}\right)$ we get:

$$
\begin{equation*}
a_{n+1}<D q_{n}^{s-1}, n \geq 0 \tag{4}
\end{equation*}
$$

From the equation:

$$
\begin{equation*}
\left|\alpha q_{n}-p_{n}\right|=\frac{1}{A_{n+1} q_{n}+q_{n-1}} \tag{5}
\end{equation*}
$$

as $A_{n+1}<a_{n+1}+1$, we get eventually from (4):

$$
\left|\alpha q_{n}-p_{n}\right|>(D+2)^{-1} q_{n}^{-s}
$$

As $\xi \in[0,1]$, for any $p, q \in \mathbb{Z}, q \geq 1$, there is a convergent $p_{n} / q_{n}, n \geq$ 0 , such that $\left|\xi-\frac{p}{q}\right| \geq\left|\xi-\frac{p_{n}}{q_{n}}\right|, q_{n} \leq q$. We get eventually $|q \xi-p|=$ $q\left|\xi-\frac{p}{q}\right| \geq q\left|\xi-\frac{p_{n}}{q_{n}}\right| \geq\left|q_{n} \xi-p_{n}\right|>K q_{n}^{-s}>K q^{-s}, K=(D+2)^{-1}$.
ii. From (4) and Theorem 2 of [7], it follows that

$$
\sum_{h}^{N} h^{-s}\langle h \xi\rangle^{-1}=O(\log N), N \geq 2
$$

Define $v_{h}=h^{-s}\langle h \xi\rangle^{-1}, u_{h}=h^{-\varepsilon}, h>1$. Then, as $\left\{v_{h}\right\}$ and $\left\{u_{h}\right\}$ are both positive and $\left\{u_{h}\right\}$ is decreasing, summation by parts can be applied, namely (see [7, p.231]):

$$
\sum_{h=1}^{N} u_{h} v_{h}=\sum_{h=1}^{N-1}\left(u_{h}-u_{h+1}\right) \sum_{j=1}^{h} v_{j}+u_{N} \sum_{j=1}^{N} v_{j}
$$

Consequently, there is $\tilde{M}>0$ such that

$$
\begin{aligned}
& \sum_{h=1}^{N} h^{-(s+\varepsilon)}\langle h \xi\rangle^{-1} \leq \\
& \quad \leq\langle\xi\rangle^{-1}\left(1-2^{-\varepsilon}\right)+\tilde{M} \sum_{2}^{N-1} \frac{(h+1)^{\varepsilon}-h^{\varepsilon}}{h^{2 \varepsilon}} \log h+\tilde{M} N^{-\varepsilon} \log N \leq \\
& \quad \leq\langle\xi\rangle^{-1}\left(1-2^{-\varepsilon}\right)+\tilde{M} \sum_{2}^{N-1} h^{-(1+\varepsilon)} \log h+\tilde{M} N^{-\varepsilon} \log N
\end{aligned}
$$

Thus $\sum_{h \geq 1} h^{-(s+\varepsilon)}\langle h \xi\rangle^{-1}$ converges for any $\varepsilon>0$; moreover, for $\varepsilon$ sufficiently small,

$$
S(\varepsilon)<(\tilde{M}+1)\left|\zeta^{\prime}(1+\varepsilon)\right|
$$

Corollary 3.7. The set of quasi algebraic numbers has dense and uncountable complement in $\mathbb{R}$.

Proof. Set $\alpha=\left[a_{0}, \ldots, a_{n}, \ldots\right]$ any real number such that $a_{n+1}>q_{n}^{n}, n \geq n_{0}$. Clearly the set of such $\alpha$ is dense because $n_{0}$ and the first $n_{0}+1$ partial quotients are quite arbitrary; moreover, for every $n \geq n_{0}$, there are countably many ways to choose $a_{n+1}$; then the $\alpha$ are uncountably many. Let $s$ be a positive real number. For any convergent $p_{n} / q_{n}$ of $\alpha$ we have, from (5):

$$
\left\langle q_{n} \alpha\right\rangle=\left|q_{n} \alpha-p_{n}\right|<\frac{1}{a_{n+1} q_{n}}<\frac{1}{q_{n}^{n+1}}
$$

Thus $q_{n}^{-s}\left\langle q_{n} \alpha\right\rangle^{-1}>q_{n}^{n-s+1}$. For $n>s$ the terms tend to infinity; consequently the series diverges for any $s>0$ and $\alpha$ cannot be quasi algebraic for $i$.

## 4. The Schröder functional equation

Let $f(z)=\lambda z+a_{2} z^{2}+\cdots+a_{n} z^{n}+\ldots, a_{i} \in \mathbb{C}, \lambda=\mathrm{e}^{2 \pi i \alpha}, \alpha \in[0,1]$ be analytical in a neighborhood of zero. The problem of the existence of an analytic solution $\phi(z)=z+b_{2} z^{2}+\cdots+b_{n} z^{n}+\ldots$ (called Königs function of $f$ ) of the Schröder functional equation

$$
\begin{equation*}
\phi(\lambda z)=f(\phi(z)) \tag{6}
\end{equation*}
$$

is closely related with the diophantine properties of $\alpha$. Let
$\Gamma=\left\{\alpha \in[0,1]: \exists \varepsilon, \mu>0\right.$ such that $|q \alpha-p|>\varepsilon q^{-\mu}$ for any $\left.p, q \in \mathbb{Z}, q \geq 1\right\}$.
Siegel [14, 15] proved that the analytical solution of (6) exists if $\alpha \in \Gamma$. In the paper [16] the author tackled the problem of approximating a given Königs function with a sequence of "quadratic Königs functions" (namely deriving from an $\alpha$ quadratic). Now we want to give an improved version of the result in [16] and apply it to the case in which $\alpha$ is a quasi algebraic.
Property 1. Let $f(z)=\lambda z+a_{2} z^{2}+\cdots+a_{n} z^{n}+\ldots$ analytical in a neighborhood of zero, $\lambda=\mathrm{e}^{2 \pi i \alpha}, \alpha \in \Gamma, \alpha \in[0,1]$ and $\left\{\lambda_{n}\right\}_{n \in \mathbb{N}}, \lambda_{n}=\mathrm{e}^{2 \pi i \alpha_{n}}, \alpha_{n} \in \Gamma$ any sequence such that $\lim _{n \rightarrow \infty} \alpha_{n}=\alpha$ and $\alpha_{n}, \alpha$ have the same constants $\varepsilon, \mu$ as elements of $\Gamma$. Let $f_{n}(z)=f(z)+\left(\lambda_{n}-\lambda\right) z$ and denote by $\phi(z), \phi_{n}(z)$ the Königs functions of $f(z), f_{n}(z)$. Then $\phi(z)=\lim _{n \rightarrow \infty} \phi_{n}(z)$ uniformly in a neighborhood of zero.

Proof. If $\phi_{k}(z)=z+\sum_{n \geq 2} b_{n, k} z^{n}, \phi(z)=z+\sum_{n \geq 2} b_{n} z^{n}$, write $S_{n_{0}, k}(z)=$ $z+\sum_{n \leq n_{0}} b_{n, k} z^{n}, S_{n_{0}}(z)=z+\sum_{n \leq n_{0}} b_{n} z^{n}, R_{n_{0}, k}(z)=\phi_{k}(z)-S_{n_{0}, k}(z)$, $R_{n_{0}}(z)=\phi(z)-S_{n_{0}}(z)$. In [16, p.54] we observe that the functions $\phi, \phi_{k}$ are analytic in an open disc whose radius $r$ depends only on $\varepsilon$ and $\mu$. Let $r^{\prime}<r$. Obviously the maps $\phi, \phi_{k}$ converge absolutely in the closed disc of radius $r^{\prime}$. From [14] follows the existence of a series of constants $\sum_{i \geq 1} \bar{b}_{i}\left(\bar{b}_{i}>0\right)$ whose coefficients depend on $r^{\prime}, \varepsilon, \mu$ (majoring series) such that $\left|b_{n} z^{n}\right|<\bar{b}_{n}$, $\left|b_{n, k} z^{n}\right|<\bar{b}_{n}, n \geq 1, k \geq 1,|z| \leq r^{\prime}$. (See also [15, p.124] for the series $\psi=\sum_{n \geq 2} \frac{a_{k}}{\lambda^{k}-\lambda} z^{n}$ which is the first step of the iteration process). Remark that the coefficients $b_{n}$ of $\phi$, which are deduced inductively from the Schröder functional equation (6), have the form

$$
b_{n}=\frac{P_{n}\left(\lambda, a_{2}, \ldots, a_{n}\right)}{\lambda^{n-1}(\lambda-1)^{r_{1}}\left(\lambda^{2}-1\right)^{r_{2}} \ldots\left(\lambda^{n-1}-1\right)^{r_{n-1}}}
$$

where the $P_{k}$ are polynomial with integer coefficients in $\lambda, a_{2}, \ldots, a_{n}$ and the $r_{i}$ are positive integers. Therefore the $b_{n}$ are continuous functions of $\alpha$, for $\alpha \in \Gamma$ and $\lambda=\mathrm{e}^{2 \pi i \alpha}$, as the denominators never vanish. Given now $\eta>0$, determine $n_{0}$ such that $\sum_{n>n_{0}} \bar{b}_{n}<\eta / 2$; then $\left|R_{n_{0}, k}(z)\right|<\eta / 2,\left|R_{n_{0}}(z)\right|<\eta / 2$, for any
$k \in \mathbb{N},|r| \leq r^{\prime}$. For the continuity of $b_{n}$ on the set $\Gamma$, there is an integer $k_{0}$ such that $\left|b_{n}-b_{n, k}\right|<\frac{\eta}{2\left(n_{0}+1\right)\left(r^{\prime}\right)^{n_{0}}}, k \geq k_{0}$ and $2 \leq n \leq n_{0}$. Thus $\left|\phi(z)-\phi_{n}(z)\right|<\eta, k>k_{0}$ and $|z| \leq r^{\prime}$ and the sequence $\left\{\phi_{n}(z)\right\}$ converges to $\phi(z)$.

Remark 4.1. The quoted result in [16] relied on the existence of a converging subsequence of $\left\{\phi_{n}\right\}$ (i.e. on the existence of a subsequence of the sequence of quadratics previously constructed in the lemma). Our property shows that any sequence $\left\{\alpha_{n}\right\}$ converging to $\alpha$ yields the convergence of $\left\{\phi_{n}\right\}$, provided that the $\alpha_{n}$ and $\alpha$ have the same constants $\varepsilon$ and $\mu$ as elements of $\Gamma$.
Property 2. Let $f(z)=\lambda z+a_{2} z^{2}+\cdots+a_{n} z^{n}+\ldots$ analytical in a neighborhood of zero, $\lambda=\mathrm{e}^{2 \pi i \alpha}, \alpha$ quasi algebraic. Then the Schröder functional equation (6) has an analytic solution; moreover there is a sequence of quadratics $\left\{\alpha_{n}\right\}_{n \in \mathbb{N}}$ such that the Königs functions $\phi_{n}(z)$ of the maps $f_{n}(z)$ defined as in Property 1 converge uniformly to $\phi(z)$ in a neighborhood of zero.

Proof. From $i$. of Theorem 3.6, it follows that $\alpha \in \Gamma$ with constants $\varepsilon=K$, $\mu=s=\partial(\alpha)$. Therefore the analytical $\phi$ exists for the quoted Siegel theorem. If $\alpha=\left[a_{0}, a_{1}, \ldots, a_{n}, \ldots\right]$ and $a_{0}=0$, define $\alpha_{k}=\left[a_{0, k}, a_{1, k}, \ldots, a_{n, k}, \ldots\right]$ where $a_{n, k}=a_{n}$ if $n \leq k$, while $a_{n, k}=1$ if $n>k, k>1$. In [16, Lemma, p.52] it is shown that the $a_{k}$ have the same constants $\varepsilon, \mu$ of $\alpha$, if $\alpha \in \Gamma$. Therefore the statement follows from Property 1.

## 5. Formal Laurent series on a finite field

Let $\mathbb{K}$ be a finite field. Denote by $\mathbb{K}[X]$ the ring of polynomials, by $\mathbb{K}(X)$ the field of rational functions and by $\mathbb{K}\left(\left(X^{-1}\right)\right)$ the field of formal Laurent series with coefficients in $\mathbb{K}$. If $f \in \mathbb{K}\left(\left(X^{-1}\right)\right), f=\sum_{n \leq n_{0}} f_{n} X^{n}, n_{0} \in \mathbb{Z}$, $f_{n_{0}} \neq 0, n_{0}=\operatorname{deg}(f)$, an absolute value is defined by setting $|0|=0,|f|=e^{n_{0}}$ for $f \neq 0$. The resulting structure of complete metric space on $\mathbb{K}\left(\left(X^{-1}\right)\right)$ is the completion of the non Archimedean valuation on $\mathbb{K}(X)$ defined by $|f / g|=$ $e^{\operatorname{deg}(f)-\operatorname{deg}(g)}$ (see [4]). Every $f \in \mathbb{K}\left(\left(X^{-1}\right)\right)$ can be uniquely developed in continued fraction (see [12]): $f=\left[a_{0}(x), a_{1}(x), \ldots, a_{n}(x), \ldots\right]$ where the partial quotients $a_{i}(x) \in \mathbb{K}[X], i \geq 0$ and $\left|a_{i}(x)\right|>1$ for $i>0$. We indicate by $s_{n}(x)=p_{n}(x) / q_{n}(x), p_{i}(x), q_{i}(x) \in \mathbb{K}[X], i \geq 0$, the convergents of $f$ and by $A_{i}(x)$ the complete quotients. If $P(y)=p_{n}(x) y^{n}+p_{n-1}(x) y^{n-1}+\cdots+p_{0}(x)$ is a polynomial with coefficients $p_{i}(x) \in \mathbb{K}[X]$, the height $H(P)$ is defined as the maximum of the absolute values of the $p_{i}(x), 0 \leq i \leq n$. An $\alpha \in$ $\mathbb{K}\left(\left(X^{-1}\right)\right)$ is algebraic if it is a root of a polynomial $P(y) \in \mathbb{K}[X][Y]$; the degree $d(\alpha)$ is the degree of its minimal polynomial, while the height $H(\alpha)$ is the above defined height of the same minimal polynomial. If we replace rational numbers with rational functions and the absolute value of a real number with
the absolute value of a formal Laurent series in the definition of quasi algebraic irrationals, we obtain the corresponding definition for $f \in \mathbb{K}\left(\left(X^{-1}\right)\right)$, and the same has been done (see [8, p.208]) in the literature for the notion of badly approximable element of $\mathbb{K}\left(\left(X^{-1}\right)\right)$; also the concept of algebraic irrational of best approximation can be extended this way to $\mathbb{K}\left(\left(X^{-1}\right)\right)$.

We are going to prove the
TheOrem 5.1. Let $\xi \in \mathbb{K}\left(\left(X^{-1}\right)\right), \xi \notin \mathbb{K}(X)$ and badly approximable. Then it is quasi algebraic.
Proof. Let $\xi=\sum_{n \leq k_{\xi}} \xi_{n} X^{n}, k_{\xi} \in \mathbb{Z}, \xi_{n} \in \mathbb{K}$. Consider its development in continued fraction, $\bar{\xi}=\left[a_{0}(x), a_{1}(x), \ldots, a_{n}(x), \ldots\right], a_{i}(x) \in \mathbb{K}[X]$. Suppose first $|\xi|>1$; obviously we can assume without loss of generality that it is transcendental. As it is badly approximable, there is a constant $C>0$ such that, for every $n \geq 0$ :

$$
\left|\xi-\frac{p_{n}(x)}{q_{n}(x)}\right| \geq \frac{C}{\left|q_{n}(x)\right|^{2}}
$$

As (see [4, p.71]):

$$
\begin{equation*}
\left|\xi-\frac{p_{n}(x)}{q_{n}(x)}\right|=\frac{1}{\left|a_{n+1}(x)\right|\left|q_{n}(x)\right|^{2}} \tag{7}
\end{equation*}
$$

then $\left|a_{n+1}(x)\right| \leq 1 / C, \forall n \geq 0$.
Since $|\xi|>1$ we have $\left|a_{0}(x)\right|>1$. Therefore, if $p=\operatorname{char}(\mathbb{K})$, there is $h=p^{m_{0}}$, $m_{0}$ nonnegative integer such that, for every $n \geq 0$

$$
\begin{equation*}
\left|a_{0}(x)\right|^{h} \geq\left|a_{n}(x)\right| \tag{8}
\end{equation*}
$$

Set $m=h+1$. Given any non-constant rational function $r \in \mathbb{K}(X), r \notin \mathbb{K}$, $r=\sum_{n \leq k_{r}} r_{n} X^{n}, k_{r} \in \mathbb{Z}, r_{n} \in \mathbb{K}$, we are going to prove the existence of $\alpha_{(r)} \in \mathbb{K}\left(\left(X^{-1}\right)\right), \alpha_{(r)}$ algebraic irrational, $d\left(\alpha_{(r)}\right) \leq m, H\left(\alpha_{(r)}\right) \leq H(r)$ and $\left|\alpha_{(r)}-\xi\right| \leq|r-\xi|$. We distinguish various cases according to the development of $r$ in continued fraction:

1) $r$ is a convergent of $\xi$, namely there is a $N \geq 0$ such that

$$
r=\left[a_{0}(x), a_{1}(x), \ldots, a_{N}(x)\right]=s_{N}(x)
$$

Let's pose

$$
\alpha_{(r)}=\left[a_{0}(x), \ldots, a_{N}(x), a_{0}^{H}(x), \ldots, a_{N}^{h}(x), a_{0}^{h^{2}}(x), \ldots, a_{N}^{h^{2}}(x), \ldots\right]
$$

Obviously $\alpha_{(r)}$ is irrational; since $h$ is a power of the characteristic $p$ of the field $\mathbb{K}$, we get:

$$
\alpha_{(r)}^{h}=\left[a_{0}^{h}(x), \ldots, a_{N}^{h}(x), a_{0}^{h^{2}}(x), \ldots, a_{N}^{h^{2}}(x), \ldots\right]
$$

Besides, from the formula which connects the elements of $\mathbb{K}\left(\left(X^{-1}\right)\right)$ with their complete quotients (see [4, p.71]) we obtain, as $\alpha_{(r)}^{h}$ is a complete quotient of $\alpha_{(r)}$ :

$$
\begin{equation*}
\alpha_{(r)}=\frac{p_{N}(x) \alpha_{(r)}^{h}+p_{N-1}(x)}{q_{N}(x) \alpha_{(r)}^{h}+q_{N-1}(x)} . \tag{9}
\end{equation*}
$$

Therefore $\alpha_{(r)}$ is a root of the equation:

$$
q_{n}(x) y^{m}-p_{N}(x) y^{m-1}+q_{N-1}(x) y-p_{N-1}(x)=0 .
$$

Unlike what happens for polynomial with coefficients in $\mathbb{Z}$ (cfr. Theorem 3.1), the height of the product of two polynomials with coefficients in $\mathbb{K}[X]$ equals the product of the two heights; the verification is routine. Then:

$$
\begin{aligned}
H\left(\alpha_{(r)}\right) & \leq \max \left\{\left|q_{N}(x)\right|,\left|p_{N}(x)\right|,\left|q_{N-1}(x)\right|,\left|p_{N-1}(x)\right|\right\} \\
& =\left|p_{N}(x)\right|=H\left(s_{N}(x)\right)
\end{aligned}
$$

and $2 \leq d\left(\alpha_{(r)}\right) \leq m$. It remains to be checked that $\left|\alpha_{(r)}-\xi\right| \leq|r-\xi|$. Consider the Laurent development of $\alpha_{(r)}$, namely $\alpha_{(r)}=\sum_{n \leq k_{\alpha}} \alpha_{n} X^{n}$, $k_{\alpha} \in \mathbb{Z}, \alpha_{n} \in \mathbb{K}$. From (7) we obtain

$$
\begin{gather*}
|\xi-r|=e^{-t_{0}}, \quad t_{0}=2 \sum_{i=1}^{N} \operatorname{deg}\left[a_{i}(x)\right]+\operatorname{deg}\left[a_{N+1}(x)\right] \\
\left|\alpha_{(r)}-r\right|=e^{-t_{1}}, \quad t_{1}=2 \sum_{i=1}^{N} \operatorname{deg}\left[a_{i}(x)\right]+\operatorname{deg}\left[a_{0}^{h}(x)\right] \tag{10}
\end{gather*}
$$

From (8) it follows $t_{0} \leq t_{1}$. From the Laurent development of $\xi, r, \alpha_{(r)}$, and (10) we have:

$$
\begin{array}{cc}
\xi_{n}=r_{n} \text { for } n>-t_{0}, \quad \xi_{-t_{0}} \neq r_{-t_{0}},  \tag{11}\\
\alpha_{n}=r_{n} \text { for } n>-t_{1}, \quad \alpha_{-t_{1}} \neq r_{-t_{1}} .
\end{array}
$$

Then, for $n>-t_{0} \geq-t_{1}$ we have $\xi_{n}=\alpha_{n}$ and consequently $\left|\xi-\alpha_{(r)}\right| \leq$ $|\xi-r|$, namely what we wanted to prove. Observe that, if $t_{0} \neq t_{1}$, from (11) it follows that:

$$
\left|\xi-\alpha_{(r)}\right|=\max \left\{|\xi-r|,\left|\alpha_{(r)}-r\right|\right\}
$$

More generally, arguing as above, the following fact can be stated, applying (10) and (11):

REMARK 5.2. If $\xi, \xi^{\prime}$ are elements of $\mathbb{K}\left(\left(X^{-1}\right)\right)$ having the same convergent $s$, then:

$$
\begin{array}{r}
|\xi-s| \neq\left|\xi^{\prime}-s\right| \quad \text { implies } \quad\left|\xi-\xi^{\prime}\right|=\max \left\{|\xi-s|,\left|\xi^{\prime}-s\right|\right\} \\
|\xi-s|=\left|\xi^{\prime}-s\right| \quad \text { implies } \quad\left|\xi-\xi^{\prime}\right| \leq|\xi-s|=\left|\xi^{\prime}-s\right|
\end{array}
$$

2) $r=\left[b_{0}(x), b_{1}(x), \ldots, b_{k}(x)\right], k>N \geq 0$ with $a_{i}(x)=b_{i}(x)$ for $0 \leq i \leq N$ and $a_{N+1}(x) \neq b_{N+1}(x)$. In other words, $r$ is not a convergent of $\xi$, but $r$ and $\xi$ have in common the convergent $s_{N}(x)$.

2A) $\left|a_{N+1}(x)\right| \neq\left|b_{N+1}(x)\right|$.
Define $\alpha(r)$ as in point 1). As $s_{N}(x)$ is at the same time a convergent of $r, \xi$ and $\alpha(r)$, a repeated application of the above Remark 5.2 yields:

$$
|\xi-r|=\max \left\{\left|\xi-s_{N}(x)\right|,\left|r-s_{N}(x)\right|\right\}
$$

as $\left|a_{N+1}(x)\right| \neq\left|b_{N+1}(x)\right|$ by the hypothesis and $\left|\xi-\alpha_{(r)}\right| \leq\left|\xi-s_{N}(x)\right|$ from (8). Thus $\left|\xi-\alpha_{(r)}\right| \leq|\xi-r|$. Of course degree and height of $\alpha_{(r)}$ are like in 1 ).
2B) $\left|a_{N+1}(x)\right|=\left|b_{N+1}(x)\right|$.
Consider the following rational functions, together with their Laurent developments:

$$
\begin{gathered}
\bar{r}=\left[a_{0}(x), \ldots, a_{N}(x), a_{N+1}(x)\right]=\frac{p_{N+1}}{q_{N+1}}=\sum_{n \leq k_{\bar{r}}} \bar{r}_{n} x^{n} \\
\tilde{r}=\left[a_{0}(x), \ldots, a_{N}(x), b_{N+1}(x)\right]=\frac{\tilde{p}_{N+1}}{\tilde{q}_{N+1}}=\sum_{n \leq k_{\tilde{r}}} \tilde{r}_{n} x^{n}
\end{gathered}
$$

$\bar{r}_{n}, \tilde{r}_{n} \in \mathbb{K}, k_{\bar{r}}, k_{\tilde{r}} \in \mathbb{Z}$.
Let's prove the following two inequalities (12) and (13):

$$
\begin{equation*}
|\bar{r}-\xi|<|\tilde{r}-\xi| \tag{12}
\end{equation*}
$$

As the hypothesis $\left|a_{N+1}(x)\right|=\left|b_{N+1}(x)\right|$, then $\left|q_{N+1}(x)\right|=\left|\tilde{q}_{N+1}(x)\right|$. Consequently

$$
|\bar{r}-\xi|=\frac{1}{\left|a_{N+2}(x)\right|\left|q_{N+1}(x)\right|^{2}}<\frac{1}{\left|\tilde{q}_{N+1}(x)\right|^{2}}
$$

If it were, by contradiction, $|\bar{r}-\xi| \geq|\tilde{r}-\xi|$, this would imply $|\tilde{r}-\xi|<$ $\frac{1}{\left|\tilde{q}_{N+1}(x)\right|^{2}}$. But (see [12, p.140]) from this inequality it follows that $\tilde{r}$ is a convergent of $\xi$. This is a contradiction, as $a_{N+1}(x) \neq b_{N+1}(x)$.
In exactly the same way one proves the inequality:

$$
\begin{equation*}
|\tilde{r}-r|<|\bar{r}-r| \tag{13}
\end{equation*}
$$

Now we prove:

$$
\begin{equation*}
|\bar{r}-\xi|<|r-\xi| \tag{14}
\end{equation*}
$$

Taking into account the coefficients of the Laurent development for $\xi$, $r, \tilde{r}, \bar{r}$ (see above), from (12) we have:

$$
\begin{align*}
& \bar{r}_{n}=\xi_{n} \text { for } n>-\bar{t}_{1} \\
& \tilde{r}_{n}=\xi_{n} \text { for } n>-\bar{t}_{0}>-\bar{t}_{1} \tag{15}
\end{align*}
$$

with $\bar{t}_{0}, \bar{t}_{1}$ positive integers. This yields $\tilde{r}_{-\bar{t}_{0}} \neq \xi_{-\bar{t}_{0}}, \bar{r}_{-\bar{t}_{0}}=\xi_{-\bar{t}_{0}}$. Now if we had $r_{-\bar{t}_{0}}=\xi_{-\bar{t}_{0}}$, this would imply $r_{-\bar{t}_{0}}=\bar{r}_{-\bar{t}_{0}}$ and $r_{-\bar{t}_{0}} \neq \tilde{r}_{-\bar{t}_{0}}$ from (15) contradicting what we have shown in (13). Thus $r_{-\bar{t}_{0}} \neq \xi_{-\bar{t}_{0}}$ proving (14).
If we pose:

$$
\begin{aligned}
& \alpha_{(r)}=\left[a_{0}(x), \ldots, a_{N+1}(x), a_{0}^{h}(x), \ldots\right. \\
& \left.\ldots, a_{N+1}^{h}(x), a_{0}^{h^{2}}(x), \ldots, a_{N+1}^{h^{2}}(x), \ldots\right],
\end{aligned}
$$

as $r$ is both a convergent of $\alpha_{(r)}$ and of $\xi$, from (8) and Remark 5.2 at the end of point 1), it follows that $\left|\alpha_{(r)}-\xi\right| \leq|\bar{r}-\xi|$, and finally $\left|\alpha_{(r)}-\xi\right|<|r-\xi|$ from (14). The conditions $H\left(\alpha_{(r)}\right) \leq H(r)$ and $d\left(\alpha_{(r)}\right) \leq m$ are fulfilled while $\alpha_{(r)}$ is a root of the equation:

$$
q_{N+1}(x) y^{m}-p_{N+1}(x) y^{m-1}+q_{N}(x) y-p_{N}(x)=0
$$

following the analogous (with respect to $s_{N+1}(x)$ and $s_{N}(x)$ ) of formula (9).
3) $r=\left[b_{0}(x), \ldots, b_{k}(x)\right], k \geq 0$ and $b_{0}(x) \neq a_{0}(x)$.

In this case the quadratics suffice to outdo the rationals.
3A) $\left|a_{0}(x)\right| \leq\left|b_{0}(x)\right|$.
We set $\alpha_{(r)}=\left[\overline{a_{0}(x)}\right]$ and then $|\xi-r|=e^{\operatorname{deg}\left[a_{0}(x)-b_{0}(x)\right]} \geq 1$, while $\left|\alpha_{(r)}-\xi\right|<1$. Moreover, as the minimal polynomial of $\alpha_{(r)}$ is:

$$
y^{2}-a_{0}(x) y-1=0
$$

we have:

$$
H\left(\alpha_{(r)}\right)=e^{\operatorname{deg}\left[a_{0}(x)\right]} \leq e^{\operatorname{deg}\left[b_{0}(x)+\cdots+b_{k}(x)\right]}=H(r)
$$

and $d\left(\alpha_{(r)}\right)=2 \leq m$.
3B) $\left|a_{0}(x)\right|>\left|b_{0}(x)\right|>1$.
We pose $\alpha_{(r)}=\left[\overline{b_{0}(x)}\right]$ and proceed as in 3A).

3C) $\left|b_{0}(x)\right| \leq 1$.
As we have supposed $r \notin \mathbb{K}$, we have $b_{0}(x)=b \in \mathbb{K}$ and $\left|b_{1}(x)\right|>1$. Pose $\alpha_{(r)}=\left[b, \overline{b_{1}(x)}\right]$. In this case (as in 3B)) $\left|\alpha_{(r)}-\xi\right|=|r-\xi|$; it can be checked that $\alpha_{(r)}$ is a root of the equation:

$$
y^{2}-\left(2 b-b_{1}(x)\right) y-b b_{1}(x)+b^{2}-1=0
$$

Therefore $H\left(\alpha_{(r)}\right) \leq\left|b_{1}(x)\right| \leq H(r)$ and $d\left(\alpha_{(r)}\right)=2 \leq m$.
As we have considered all the possible cases for $r \in \mathbb{K}(x)$, leaving out only the constant functions which are finitely many, our proof is complete, under the initial hypothesis $|\xi|>1$. Before to tackle the conclusive part of the demonstration, we need to point out the following two facts:
(A) Let $f=f_{n} X^{n}+f_{n-1} X^{n-1}+\ldots$ and $g=g_{n} X^{n}+g_{n-1} X^{n-1}+\ldots$ be two non null elements of $\mathbb{K}\left(\left(X^{-1}\right)\right)$ with the same leading coefficient $f_{n}=g_{n}$; $\bar{f}=1 / f=\bar{f}_{-n} X^{-n}+\ldots, \bar{g}=1 / g=\bar{g}_{-n} X^{-n}+\ldots$ their inverses, and $k \geq 0$ an integer. Then:

$$
f_{n}=g_{n}, f_{n-1}=g_{n-1}, \ldots, f_{n-k}=g_{n-k}, f_{n-(k+1)} \neq g_{n-(k+1)}
$$

imply

$$
\bar{f}_{-n}=\bar{g}_{-n}, \bar{f}_{-n-1}=\bar{g}_{-n-1}, \ldots, \bar{f}_{-n-k}=\bar{g}_{-n-k}, \bar{f}_{-n-(k+1)} \neq \bar{g}_{-n-(k+1)}
$$

By induction on $k$; the property is trivially true for $k=0$; suppose it holds for all integers $h$ with $0 \leq h \leq k-1$; then, as $-n+i-k>-n-k$ for $i=1, \ldots, k$, by the inductive hypothesis we get:

$$
\bar{f}_{-n-k}=-\frac{\sum_{i=1}^{k} f_{n-i} \bar{f}_{-n+i-k}}{f_{n}}=-\frac{\sum_{i=1}^{k} g_{n-i} \bar{g}_{-n+i-k}}{g_{n}}=\bar{g}_{-n-k}
$$

Reversing the roles of the coefficients $f_{j}$ and $\bar{f}_{j}$ in the preceding formula yields $\bar{f}_{-n-(k+1)} \neq \bar{g}_{-n-(k+1)}$.
(B) If $\alpha \in \mathbb{K}\left(\left(X^{-1}\right)\right)$ is algebraic and $a \in \mathbb{K}$, then $1 / \alpha$ and $(\alpha+a)$ are algebraic of the same degree and height as $\alpha$.
If $\alpha$ is a root of the equation:

$$
p_{n}(x) y^{n}+p_{n-1}(x) y^{n-1}+\cdots+p_{0}(x)=0
$$

then $1 / \alpha$ satisfies:

$$
p_{0}(x) y^{n}+p_{1}(x) y^{n-1}+\cdots+p_{n}(x)=0
$$

and $(a+\alpha)$ satisfies:

$$
p_{n}(x)(a-y)^{n}-p_{n-1}(x)(a-y)^{n-1}+\cdots+(-1)^{n} p_{0}(x)=0
$$

This prove our assertion. (Note incidentally that, if $\mathbb{F}$ is a number field, $\alpha \in \mathbb{F}$ is algebraic over $\mathbb{Q}$ and $a$ is an integer, then the height of $(a+\alpha)$ depends on $a$ ).

Suppose now $|\xi| \leq 1$. Then $a_{0}(x)=a \in \mathbb{K}$. Consider the complete quotient $\xi^{\prime}=A_{1}(x)$. Clearly it is badly approximable and $\left|\xi^{\prime}\right|>1$; thus it is quasi algebraic for the first part of this theorem. Let $\partial\left(\xi^{\prime}\right)=m^{\prime}$. Given $r=\left[b_{0}(x), \ldots, b_{k}(x)\right], r \in \mathbb{K}(x), r \notin \mathbb{K}, k \geq 0$ we are going to define $\alpha_{(r)}$ as follows: if $b_{0}(x) \neq a$ put $\alpha_{(r)}=\left[\overline{b_{0}(x)}\right]$ for $\left|b_{0}(x)\right|>1, \alpha_{(r)}=\left[a^{\prime}, \overline{b_{1}(x)}\right]$ for $b_{0}(x)=a^{\prime} \neq a$. Trivially $\left|\alpha_{(r)}-\xi\right|=|r-\xi|, H\left(\alpha_{(r)}\right) \leq H(r)$ and $d\left(\alpha_{(r)}\right)=2 \leq m^{\prime}$. Suppose then $r=\left[a, b_{1}(x), \ldots, b_{k}(x)\right], k \geq 1$ as $r \neq \mathbb{K}$. Define $r^{\prime}=B_{1}(x)$ :

- If $r^{\prime}$ pertains to cases 1) or 2) (with respect to $\xi^{\prime}$ ) of the first part of the theorem, define $\alpha_{\left(r^{\prime}\right)}$ accordingly and set $\alpha_{(r)}=\left[a, \alpha_{\left(r^{\prime}\right)}\right]$. As $\xi^{\prime}, r^{\prime}, \alpha_{\left(r^{\prime}\right)}$ have the same leading term (the leading term of $b_{1}(x)=a_{1}(x)$ ), applying (A) we have that $\left|\alpha_{\left(r^{\prime}\right)}-\xi^{\prime}\right| \leq\left|r^{\prime}-\xi^{\prime}\right|$ implies $\left|\frac{1}{\alpha_{\left(r^{\prime}\right)}}-\frac{1}{\xi^{\prime}}\right| \leq\left|\frac{1}{r^{\prime}}-\frac{1}{\xi^{\prime}}\right|$.

Thus $\left|\alpha_{(r)}-\xi\right|=\left|\frac{1}{\alpha_{\left(r^{\prime}\right)}}-\frac{1}{\xi^{\prime}}\right| \leq\left|\frac{1}{r^{\prime}}-\frac{1}{\xi^{\prime}}\right|=|r-\xi|$. From (B) it follows $H\left(\alpha_{(r)}\right)=H(r)$.

- $r^{\prime}$ is in the cases 3 A ) or 3 B ) (the case 3 C ) cannot occur as $\left|b_{1}(x)\right|>1$ ). Then define $\alpha_{(r)}=\left[a, \overline{a_{1}(x)}\right]$ if $\left|a_{1}(x)\right| \leq\left|b_{1}(x)\right|$ or $\alpha_{(r)}=\left[a, \overline{b_{1}(x)}\right]$ if $\left|a_{1}(x)\right|>\left|b_{1}(x)\right|$ and everything runs as before. This completes the proof.

The following corollary and the successive example confirm that the results for $\mathbb{K}\left(\left(X^{-1}\right)\right)$ are slightly stronger than the corresponding ones for number fields (cfr. Theorem 3.1).

Corollary 5.3. In the hypotheses of Theorem 5.1, let $\xi=\left[a_{0}(x), \ldots, a_{n}(x), \ldots\right]$ such that $\left|a_{i}(x)\right| \leq\left|a_{0}(x)\right|$ for any $i \geq 0$. Then $\xi$ is quasi quadratic.

Proof. In formula (8) of the theorem, $h$ can be taken equal 1 , then $\partial(\xi)=2$.
In [1] it is shown the example of a badly approximable cubic $\alpha \in \mathbb{Z}_{2}\left(\left(X^{-1}\right)\right)$. Let $a_{i}(x)$ be any partial quotient of maximal degree of $\alpha$. Then $A_{i}(x)$ is obviously cubic; moreover it is quasi quadratic from the preceding corollary. Then the quasi algebraic degree of $\alpha$ is strictly smaller than its algebraic degree.

## 6. Concluding remarks

Apart from metrical properties, the only effective examples of transcendental quasi quadratic numbers that we know at the present time are those which satisfy the hypotheses of Proposition 3.3. Among other possible examples, it would be nice to know whether some of the classical numbers (like $e, \pi$, etc.) enjoy this property; however, our main question remains the following:
is every badly approximable real number quasi algebraic?
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# Resolution of the ideal sheaf of a generic union of conics in $\mathbb{P}^{3}$ : $I$ 

Olivier Rahavandrainy


#### Abstract

We work over an algebraically closed field $\mathcal{K}$ of characteristic zero. Let $Y$ be the generic union of $r \geq 2$ skew conics in $\mathbb{P}_{\mathcal{K}}^{3}$, $\mathcal{I}_{Y}$ its ideal sheaf and $v$ the least integer such that $h^{0}\left(\mathcal{I}_{Y}(v)\right)>0$. We first establish a conjecture (concerning a maximal rank problem) which allows to compute, by a standard method, the minimal free resolution of $\mathcal{I}_{Y}$ if $r \geq 5$ and $\frac{v(v+2)(v+3)}{12 v+2}<r<\frac{(v+1)(v+2)(v+3)}{12 v+6}$. At the second time, we give the first part of the proof of that conjecture.
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## 1. Introduction

We work over an algebraically closed field $\mathcal{K}$ of characteristic zero. We denote by $\mathbb{P}^{3}$ the projective space $\operatorname{Proj}\left(\mathcal{K}\left[x_{0}, x_{1}, x_{2}, x_{3}\right]\right)$ of dimension 3 over $\mathcal{K}$, and by $\mathcal{O}$ its structural sheaf.

For $a \in \mathbb{N}, m \in \mathbb{Z}$, and for a coherent sheaf $\mathcal{F}$ on $\mathbb{P}^{3}$, we put:
$a \mathcal{O}(m)=\underbrace{\mathcal{O}(m) \oplus \cdots \oplus \mathcal{O}(m)}_{\text {a times }}, \mathcal{F}(m)=\mathcal{F} \otimes \mathcal{O}(m), h^{i}(\mathcal{F}(m))=\operatorname{dim}_{\mathcal{K}} H^{i}(\mathcal{F}(m))$.
It is well known (Hilbert's syzygies theorem) that the graded $\mathcal{K}\left[x_{0}, x_{1}, x_{2}, x_{3}\right]$ module, $\Gamma_{*}(\mathcal{F})=\bigoplus_{n \in \mathbb{Z}} H^{0}(\mathcal{F}(n))$, has a minimal graded free resolution of length at most 4. After sheafifing, we get a minimal free resolution of $\mathcal{F}$ :

$$
\begin{equation*}
0 \rightarrow \mathcal{E}_{4} \rightarrow \mathcal{E}_{3} \rightarrow \mathcal{E}_{2} \rightarrow \mathcal{E}_{1} \rightarrow \mathcal{E}_{0} \rightarrow \mathcal{F} \rightarrow 0, \tag{1}
\end{equation*}
$$

where each $\mathcal{E}_{j}$ is of the form $\bigoplus_{i=1}^{N_{j}} a_{i j} \mathcal{O}\left(-n_{i j}\right)$, with $N_{j}, n_{i j}, a_{i j} \in \mathbb{N}$.
However, if one wants to get more information about the $N_{j}$ 's, the $n_{i j}$ 's and the $a_{i j}$ 's, many problems arise, namely the postulation problem (see [2, 3,
$9,10]$ and references therein). So, one cannot always calculate completely that resolution.

Let $v$ be the least integer such that $h^{0}(\mathcal{F}(v)) \neq 0$ and consider Conditions $\left(C_{1}\right),\left(C_{2}\right)$ and $\left(C_{3}\right)$ below:
$\left(C_{1}\right) \mathcal{F}$ is $v+1$-regular and $h^{0}(\mathcal{F}(k)) \cdot h^{1}(\mathcal{F}(k))=0$, for any $k \in \mathbb{Z}$,
$\left(C_{2}\right) h^{0}(\Omega \otimes \mathcal{F}(k+1)) \cdot h^{1}(\Omega \otimes \mathcal{F}(k+1))=0$, for any $k \in \mathbb{Z}$,
$\left(C_{3}\right) h^{0}\left(\Omega^{*} \otimes \mathcal{F}(k+1)\right) \cdot h^{1}\left(\Omega^{*} \otimes \mathcal{F}(k+1)\right)=0$, for any $k \in \mathbb{Z}$,
where $\Omega$ (resp. $\Omega^{*}$ ) is the cotangent bundle (resp. the tangent bundle) over $\mathbb{P}^{3}$.
The following facts (illustrated in Proposition 2.6 for a particular case) are well known:

- If Conditions $\left(C_{1}\right)$ and $\left(C_{2}\right)$ are both satisfied with $h^{1}(\Omega \otimes \mathcal{F}(v+1)) \neq 0$, then one knows exactly $\mathcal{E}_{0}, \mathcal{E}_{1}$ and $\mathcal{E}_{2}$ in (1).
- If $\left(C_{1}\right)$ and $\left(C_{2}\right)$ are satisfied with $h^{1}(\Omega \otimes \mathcal{F}(v+1))=0$, then we need Condition $\left(C_{3}\right)$ to get our target.

In the case where $\mathcal{F}$ is the ideal sheaf of a generic union of $r$ skew lines in $\mathbb{P}^{3}$, Condition $\left(C_{1}\right)$ holds (see [7]). M. Idà proved ([9]) that Condition $\left(C_{2}\right)$ holds also if $r \neq 4$. We do not know whether Condition $\left(C_{3}\right)$ may be satisfied. So, the minimal free resolution of $\mathcal{F}$ is well known, for infinitely many (but not for all) values of $r$.

Now, if $\mathcal{F}$ is a general instanton bundle (with Chern classes $c_{1}=0$ and $c_{2}>0$ ), then (see $[6,13,14]$ ) Conditions $\left(C_{1}\right),\left(C_{2}\right)$ and $\left(C_{3}\right)$ are all satisfied and we know completely the resolution of $\mathcal{F}$, without exception.

The case of a general stable bundle $\mathcal{F}$ of rank two, on $\mathbb{P}^{3}$ (with $c_{1}=-1$ and $c_{2}=2 p \geq 6$ ), is not yet completely solved: Conditions $\left(C_{1}\right)$ and $\left(C_{2}\right)$ hold (see $[6,15]$ ), but Condition $\left(C_{3}\right)$ is not proved to be true.

In this paper, we are interested in the ideal sheaf $\mathcal{I}_{Y}$ of the generic union $Y:=Y_{r}$ of $r$ skew conics in $\mathbb{P}^{3}$, with $r \in \mathbb{N}^{*}$. E. Ballico showed ([2]) that Condition $\left(C_{1}\right)$ holds if $r \geq 5$. We conjecture that Condition $\left(C_{2}\right)$ would be also satisfied (see Conjecture 1.1) for any $r \in \mathbb{N}^{*}$, and we will give the first part of its proof.

Note that if $\mathcal{F}=\mathcal{I}_{Y}$, then $\left(C_{2}\right)$ (resp. $\left.\left(C_{3}\right)\right)$ means that the natural (restriction) map $r_{Y}(n): H^{0}(\Omega(n)) \rightarrow H^{0}\left(\Omega(n)_{\mid Y}\right)\left(\right.$ resp. $r_{Y}^{*}(n): H^{0}\left(\Omega^{*}(n)\right) \rightarrow$ $H^{0}\left(\Omega^{*}(n)_{\mid Y}\right)$ ) has maximal rank (i.e., it is injective or surjective). So, we may establish our conjecture as:

Conjecture 1.1. Let $Y$ be the generic union of $r$ skew conics in $\mathbb{P}^{3}, r \in \mathbb{N}^{*}$, and let $\Omega$ be the cotangent bundle on $\mathbb{P}^{3}$. Then for any integer $n$, the natural map from $H^{0}(\Omega(n))$ to $H^{0}\left(\Omega(n)_{\mid Y}\right)$ has maximal rank.

We remark that (see Theorem 5.2 in [5], p. 228) there exists a positive integer $n_{0}$ (depending on $\Omega$ and $Y$ ) such that $h^{1}\left(\Omega(n) \otimes \mathcal{I}_{Y}\right)=0$, for any $n \geq n_{0}$. Therefore, the restriction map $r_{Y}(n)$ is always surjective for any such $n$. We also get: $h^{0}\left(\Omega(n) \otimes \mathcal{I}_{Y}\right)=h^{0}(\Omega(n))=0$, for any $n \leq 1$. Our Conjecture is then true for $n \notin\left\{2, \ldots, n_{0}-1\right\}$.

We give in Section 3, the main idea to prove such a maximal rank problem. But before that, we recall (Section 2) the standard method to get the minimal free resolution of $\mathcal{I}_{Y}$. Section 4 is devoted to notations, definitions and several results which are necessary to our (first part of the) proof in Section 5. Finally, we give in Section 6 some Maple programs which help us for computations.

## 2. Standard method

We adapt here the standard method to our situation where $\mathcal{F}$ is the ideal sheaf $\mathcal{I}_{Y}$ of the generic union $Y$ of $r$ skew conics in $\mathbb{P}^{3}$. In this case, the form of the minimal free resolution of $\mathcal{I}_{Y}$ is:

$$
\begin{equation*}
0 \rightarrow \mathcal{E}_{2} \rightarrow \mathcal{E}_{1} \rightarrow \mathcal{E}_{0} \rightarrow \mathcal{I}_{Y} \rightarrow 0 \tag{2}
\end{equation*}
$$

where for $0 \leq j \leq 3, \mathcal{E}_{j}=\bigoplus_{i=1}^{N_{j}} a_{i j} \mathcal{O}\left(-n_{i j}\right)$, with $N_{j}, n_{i j}, a_{i j} \in \mathbb{N}$.
We need the two following lemmata.
Lemma 2.1. i) For any $k \in \mathbb{N}$, one has:
$h^{0}\left(\mathcal{I}_{Y}(k)\right)-h^{1}\left(\mathcal{I}_{Y}(k)\right)=\binom{k+3}{3}-(2 k+1) r, h^{2}\left(\mathcal{I}_{Y}(k)\right)=h^{3}\left(\mathcal{I}_{Y}(k-3)\right)=0$.
ii) If $r \geq 5$ then:
a) $h^{0}\left(\mathcal{I}_{Y}(k)\right) \cdot h^{1}\left(\mathcal{I}_{Y}(k)\right)=0$ for any $k \in \mathbb{Z}$,
b) $h^{0}\left(\mathcal{I}_{Y}(k)\right)=\max \left(0,\binom{k+3}{3}-(2 k+1) r\right)$ for any $k \in \mathbb{Z}$,
c) $v=\min \left\{m \in \mathbb{N} /\binom{m+3}{3}-(2 m+1) r \geq 1\right\} \geq 5$,
d) $h^{1}\left(\mathcal{I}_{Y}(v)\right)=0, h^{2}\left(\mathcal{I}_{Y}(v-1)\right)=0$ and $h^{3}\left(\mathcal{I}_{Y}(v-2)\right)=0$.

Proof. i): consider cohomologies in the exact sequence:

$$
0 \rightarrow \mathcal{I}_{Y}(l) \rightarrow \mathcal{O}(l) \rightarrow \mathcal{O}_{Y}(l) \rightarrow 0
$$

and remark that

$$
\begin{aligned}
& h^{2}\left(\mathcal{I}_{Y}(l)\right)=h^{1}\left(\mathcal{O}_{Y}(l)\right)=r \cdot h^{1}\left(\mathcal{O}_{\mathbb{P}^{1}}(2 l)\right)=r \cdot h^{0}\left(\mathcal{O}_{\mathbb{P}^{1}}(-2 l-2)\right)=0 \text { if } l \geq 0, \\
& \text { and } h^{3}\left(\mathcal{I}_{Y}(l)\right)=h^{3}(\mathcal{O}(l))=h^{0}(\mathcal{O}(-l-4))=0 \text { if } l \geq-3 .
\end{aligned}
$$

ii): a) is obtained from [2]. Parts b), c) and d) immediately follow.

Now, put $\mathbb{I}_{k}=H^{0}\left(\mathcal{I}_{Y}(k)\right)$ and $\mathbb{I}=\bigoplus_{k \geq 0} \mathbb{I}_{k}$, the homogeneous ideal of $Y$.
We get by Castelnuovo-Mumford Lemma ([11, p. 99]) and by Lemma 2.1:
Lemma 2.2. If $r \geq 5$, the sheaf $\mathcal{I}_{Y}$ is $v+1$-regular, $\mathbb{I}_{k}=(0)$ if $k<v$ and $\mathbb{I}$ is generated by $\mathbb{I}_{v} \oplus \mathbb{I}_{v+1}$.

As consequences, we know more about the minimal free resolution of $\mathcal{I}_{Y}$, for $r \geq 5$ :

Corollary 2.3. (see [14] and [9, Proposition 7.2.1]) If $r \geq 5$, then the $\mathcal{O}$ modules $\mathcal{E}_{0}, \mathcal{E}_{1}, \mathcal{E}_{2}$ involved in (2) are

$$
\begin{aligned}
& \mathcal{E}_{0}=\alpha_{1} \mathcal{O}(-v) \oplus \beta_{1} \mathcal{O}(-v-1) \\
& \mathcal{E}_{1}=\alpha_{2} \mathcal{O}(-v-1) \oplus \beta_{2} \mathcal{O}(-v-2) \\
& \mathcal{E}_{2}=\alpha_{3} \mathcal{O}(-v-2) \oplus \beta_{3} \mathcal{O}(-v-3)
\end{aligned}
$$

where

$$
(\star):\left\{\begin{array}{l}
\alpha_{1}=h^{0}\left(\mathcal{I}_{Y}(v)\right) \\
\beta_{1}=h^{1}\left(\Omega \otimes \mathcal{I}_{Y}(v+1)\right) \\
\alpha_{2}=h^{0}\left(\Omega \otimes \mathcal{I}_{Y}(v+1)\right) \\
\beta_{2}=h^{1}\left(\Omega^{*} \otimes \mathcal{I}_{Y}(v-2)\right) \\
\alpha_{3}=h^{0}\left(\Omega^{*} \otimes \mathcal{I}_{Y}(v-2)\right) \\
\beta_{3}=h^{1}\left(\mathcal{I}_{Y}(v-1)\right) \\
\alpha_{2}-\beta_{1}=4 h^{0}\left(\mathcal{I}_{Y}(v)\right)-h^{0}\left(\mathcal{I}_{Y}(v+1)\right) \\
\alpha_{3}-\beta_{2}=\alpha_{2}-\beta_{1}-\beta_{3}-\alpha_{1}+1, \text { by considering ranks. }
\end{array}\right.
$$

Corollary 2.4. We suppose that $r \geq 5$.
i) If $r_{Y}(v+1)$ has maximal rank, then $\mathcal{E}_{0}$ is completely known.
ii) If $r_{Y}(v+1)$ is injective but not surjective, then $\mathcal{E}_{0}, \mathcal{E}_{1}$ and $\mathcal{E}_{2}$ are completely known.
iii) If $r_{Y}(v+1)$ is surjective and if $r_{Y}^{*}(v-2)$ has maximal rank, then $\mathcal{E}_{0}, \mathcal{E}_{1}$ and $\mathcal{E}_{2}$ are completely known.

Proof. i): The integers $\alpha_{1}$ and $\beta_{3}$ are already known. We see that $r_{Y}(v+1)$ has maximal rank if and only if $\alpha_{2} \beta_{1}=0$. We can precise the exact value of $\beta_{1}$ since $\alpha_{2}-\beta_{1}=4 h^{0}\left(\mathcal{I}_{Y}(v)\right)-h^{0}\left(\mathcal{I}_{Y}(v+1)\right)$.
ii): In this case, $\beta_{1} \neq 0$ and $\alpha_{2}=0$. Thus, by minimality, $\alpha_{3}=0$. We obtain $\beta_{2}$ from ( $\star$ ) in Corollary 2.3.
iii): We get $\beta_{1}=0$ and $\alpha_{3} \beta_{2}=0$. Again, $(\star)$ gives the values of $\alpha_{2}, \alpha_{3}$ and $\beta_{2}$.

Relations between $r$ and $v$ are given by
Lemma 2.5. i) One has:

$$
\frac{v(v+1)(v+2)}{12 v-6} \leq r<\frac{(v+1)(v+2)(v+3)}{12 v+6}
$$

ii) If $\alpha_{2} \beta_{1}=0$, then

$$
\beta_{1} \neq 0 \Longleftrightarrow \beta_{1}>0 \Longleftrightarrow \frac{v(v+2)(v+3)}{12 v+2}<r<\frac{(v+1)(v+2)(v+3)}{12 v+6}
$$

Proof. i): One has, from Lemma 2.1:

$$
\begin{aligned}
& h^{0}\left(\mathcal{I}_{Y}(v)\right)>0, h^{1}\left(\mathcal{I}_{Y}(v)\right)=0, h^{0}\left(\mathcal{I}_{Y}(v-1)\right)=0 \text { and } h^{1}\left(\mathcal{I}_{Y}(v-1)\right) \geq 0 \\
& \binom{v+3}{3}-(2 v+1) r=h^{0}\left(\mathcal{I}_{Y}(v)\right)-h^{1}\left(\mathcal{I}_{Y}(v)\right)=h^{0}\left(\mathcal{I}_{Y}(v)\right)>0 \\
& \binom{v_{+2}}{3}-(2 v-1) r=h^{0}\left(\mathcal{I}_{Y}(v-1)\right)-h^{1}\left(\mathcal{I}_{Y}(v-1)\right)=-h^{1}\left(\mathcal{I}_{Y}(v-1)\right) \leq 0
\end{aligned}
$$

ii): $\beta_{1}>0$ and $\alpha_{2}=0$. Hence we get from $(\star)$ in Corollary 2.3:

$$
\begin{aligned}
(6 v+1) r-\frac{v(v+2)(v+3)}{2} & \left.=\binom{v+4}{3}-(2 v+3) r-4\binom{v+3}{3}+4(2 v+1) r\right) \\
& =h^{0}\left(\mathcal{I}_{Y}(v+1)\right)-4 h^{0}\left(\mathcal{I}_{Y}(v)\right) \\
& =\beta_{1}>0
\end{aligned}
$$

Proposition 2.6 follows from Corollary 2.4 and Lemma 2.5.
Proposition 2.6. Let $Y$ be the generic union of $r \geq 5$ skew conics in $\mathbb{P}^{3}$. If $r_{Y}(v+1)$ has maximal rank and if $\frac{v(v+2)(v+3)}{12 v+2}<r<\frac{(v+1)(v+2)(v+3)}{12 v+6}$, then $\mathcal{I}_{Y}$ has the following minimal free resolution:

$$
0 \rightarrow \beta_{3} \mathcal{O}(-v-3) \rightarrow \beta_{2} \mathcal{O}(-v-2) \rightarrow \alpha_{1} \mathcal{O}(-v) \oplus \beta_{1} \mathcal{O}(-v-1) \rightarrow \mathcal{I}_{Y} \rightarrow 0
$$

where:

$$
\left\{\begin{array}{l}
\alpha_{1}=\frac{1}{6}(v+1)(v+2)(v+3)-(2 v+1) r \\
\beta_{1}=(6 v+1) r-\frac{1}{2} v(v+2)(v+3) \\
\beta_{2}=(6 v-1) r-\frac{1}{2} v(v+1)(v+3) \\
\beta_{3}=(2 v-1) r-\frac{1}{6} v(v+1)(v+2)
\end{array}\right.
$$

Remark 2.7. i) The first twenty values of $r$ and the corresponding values of $v$, for which Proposition 2.6 holds, are:

| $r$ | 5 | 6 | 9 | 11 | 13 | 15 | 18 | 20 | 23 | 26 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v$ | 5 | 6 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |


| $r$ | 29 | 32 | 35 | 39 | 42 | 43 | 46 | 47 | 50 | 51 |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $v$ | 16 | 17 | 18 | 19 | 20 | 20 | 21 | 21 | 22 | 22 |

Hence, $v_{1}=5$ is the minimal value of $n$ in Conjecture 1.1, that we shall consider. However, it is natural to treat also the case $n \leq 4$ (see Section 5.4).
ii) If $r \in\{2,3,4\}$, then $\mathcal{I}_{Y}$ does not satisfy Condition $\left(C_{1}\right)$ in Section 1 (see [2]). So we cannot apply Proposition 2.6. In that case, the minimal free resolution of $\mathcal{I}_{Y}$ would be obtained by direct (but delicate) computations. We will do it in the future.

## 3. How to prove Conjecture 1.1?

A maximal rank problem (depending on a natural number $n$ ) can be proved by using the so called Horace method (see Section 3.1 and [8]). It is an induction proof (on $n$ ) where each step requires more or less sophisticated conditions (equations and inequations satisfied by many integers), called adjusting conditions (see e.g. the hypotheses of Proposition 4.12). If $n$ is sufficiently large, then those conditions are not difficult to realize, whereas for "small" values of $n$, one must verify them case by case: the initial cases. A priori, for each $n$ (large or not), many complicated calculations arise (see e.g. [9] or [13]). So we often use Maple computations.

### 3.1. The Horace method (see [8])

We omit here to recall the notion of specialization of a subscheme (see e.g. [15, Section 3.1]).
Let $E$ be a bundle on a quasi-projective scheme $T$ and let $Z$ be a subscheme of $T$. We consider the restriction map $\rho: H^{0}(E) \rightarrow H^{0}\left(E_{\mid Z}\right)$. We say that:

- $Z$ is numerically $E$-settled if $h^{0}(E)=h^{0}\left(E_{\mid Z}\right)$,
- $Z$ is E-settled if $\rho$ has maximal rank.

If $\Delta$ is a Cartier divisor on $T$ and $Z_{s}$ is a specialization of $Z$, then we put: $Z^{\prime \prime}=Z_{s} \cap \Delta\left(\right.$ trace of $Z_{s}$ on $\left.\Delta\right)$,
$Z^{\prime}=\operatorname{res}_{\Delta} Z_{s}$ (residual scheme: scheme such that its ideal sheaf is the kernel of the natural morphism : $\left.\mathcal{O} \rightarrow \mathcal{H o m}\left(\mathcal{I}_{Z_{s}}, \mathcal{O}_{\Delta}\right)\right)$.

From the residual exact sequence (cf. [8, p. 353]):

$$
0 \rightarrow I_{Z^{\prime}}(-\Delta) \rightarrow I_{Z} \rightarrow I_{Z^{\prime \prime}, \Delta} \rightarrow 0
$$

we get the following lemmata.
Lemma 3.1. If $Z_{s}$ is numerically E-settled, then, $Z^{\prime}$ is numerically $E(-\Delta)$ settled if and only if $Z^{\prime \prime}$ is numerically $E_{\mid \Delta}$-settled.
In this case, we say that $Z_{s}$ is a $(E, \Delta)$-adjusted specialization of $Z$.
Lemma 3.2. Let $i$ be a natural number. If $h^{i}\left(E(-\Delta) \otimes I_{Z^{\prime}}\right)=0$ (condition called dègue) and if $h^{i}\left(E \otimes I_{Z^{\prime \prime}, \Delta}\right)=0$ (d̂̂me), then $h^{i}\left(E \otimes I_{Z}\right)=0$.

Remark 3.3. i) We call adjusting conditions, the conditions for which, the specialization $Z_{s}$ of $Z$ is numerically $E$-settled.
ii) We say that one exploits a divisor if one applies the Horace method with it.
iii) Again, to prove the dègue and the dîme, we may apply the Horace method and so on... It leads, after a finite number of steps, to simpler statements, because for each "dègue", the bundle degree decreases, and for each "dîme", the subscheme dimension decreases.

### 3.2. A first step of the proof

Conjecture 1.1 says that, for any integer $n$, the natural map $r_{Y}(n)$ from $H^{0}(\Omega(n))$ to $H^{0}\left(\Omega(n)_{\mid Y}\right)$ has maximal rank, $\Omega$ being the cotangent bundle over $\mathbb{P}^{3}$.

As mentioned at the end of Section 1, the map $r_{Y}(n)$ is injective if $n \leq 1$ and it is surjective if $n \geq n_{0}$, for some $n_{0} \in \mathbb{N}^{*}$. It remains then the case: $2 \leq n \leq n_{0}-1$. For $2 \leq n \leq 4$, see Section 5.4.1. Now, we suppose that $n \geq 5$. We would like to apply exactly the idea described in [9]. We put:

$$
\begin{aligned}
& \mathcal{X}^{*}=\mathbb{P}(\Omega), L_{n}=\mathcal{O}_{\mathcal{X}^{*}}(1) \otimes \pi^{*} \mathcal{O}(n), Y^{*}=\pi^{-1}(Y), \\
& \text { where } \pi: \mathcal{X}^{*} \rightarrow \mathbb{P}^{3} \text { is the canonical projection. }
\end{aligned}
$$

We remark that $L_{n}$ is a bundle of rank 1, so we may define (Section 5.1) a subscheme $T^{*}(n)$, not depending on $r$, contained in $Y^{*}$ or containing $Y^{*}$, such that $h^{0}\left(L_{n}\right)=h^{0}\left(L_{n \mid T^{*}(n)}\right)($ see $[9$, Section 1.1] $)$.

Let $\rho_{n}: H^{0}\left(L_{n}\right) \rightarrow H^{0}\left(L_{n \mid T^{*}(n)}\right)$ be the restriction map. If $\rho_{n}$ is bijective and if $Y^{*} \subset T^{*}(n)$ (resp. $Y^{*} \supset T^{*}(n)$ ), then $r_{Y}(n)$ is surjective (resp. injective). So, we get Conjecture 1.1. The bijectivity of $\rho_{n}$ is equivalent to $H(n)$ : $H^{0}\left(L_{n} \otimes \mathcal{I}_{T^{*}(n)}\right)=0$, where $\mathcal{I}_{T^{*}(n)}$ is the ideal sheaf of $T^{*}(n)$.

The equality $H(n)$ is proved by using the Horace method. For that, we build another subscheme $T^{* *}(n)$ of $\mathcal{X}^{*}$ such that $h^{0}\left(L_{n}\right)=h^{0}\left(L_{n \mid T^{\prime *}(n)}\right)$, in such a manner that if the natural map $\rho_{n-2}^{\prime}: H^{0}\left(L_{n-2}\right) \rightarrow H^{0}\left(L_{n-2 \mid T^{\prime *}(n-2)}\right)$ is bijective, then we get $H(n)$. We remark also that the bijectivity of $\rho_{n}^{\prime}$ is equivalent to $H^{\prime}(n): H^{0}\left(L_{n} \otimes \mathcal{I}_{T^{\prime *}(n)}\right)=0$, and $H^{\prime}(n)$ may be proved by the Horace method, and so on...

In Section 5, we define the schemes $T^{*}(n)$ and $T^{\prime *}(n-2)$ and we prove the implication: $H^{\prime}(n-2) \Rightarrow H(n)$ for any $n \geq 5$. Unfortunately, contrary to what happened in [9] and [15], the statement $H^{\prime}(n)$ is more difficult to prove because the adjusting conditions are more complicated. We shall try to look more carefully at this situation, in a forthcoming paper, in order to complete the proof of this Conjecture.

## 4. Preliminary results

In the rest of the paper, $Q$ denotes a smooth quadric surface in $\mathbb{P}^{3}, \Omega$ the cotangent bundle over $\mathbb{P}^{3}$, $\bar{\Omega}$ the restriction of $\Omega$ on $Q, \mathcal{X}^{*}=\mathbb{P}(\Omega)$.
$\pi: \mathcal{X}^{*} \rightarrow \mathbb{P}^{3}, p_{1}, p_{2}: Q \cong \mathbb{P}^{1} \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ are the canonical projections.
We put: $C^{*}=\pi^{-1}(C)$ for a subscheme $C$ of $\mathbb{P}^{3}$, and for two integers $a$ and $b$ :

$$
\begin{aligned}
& \mathcal{O}_{Q}(a, b)=p_{1}^{*} \mathcal{O}_{\mathbb{P}^{1}}(a) \otimes p_{2}^{*} \mathcal{O}_{\mathbb{P}^{1}}(b), \bar{\Omega}(a, b)=\Omega \otimes \mathcal{O}_{Q}(a, b), \bar{\Omega}(a)=\bar{\Omega}(a, a), \\
& K_{a, b}=\mathcal{O}_{Q^{*}}(1) \otimes \pi^{*} \mathcal{O}_{Q}(a, b), K_{a}=K_{a, a} .
\end{aligned}
$$

We denote by $\left[\frac{a}{b}\right]$ the quotient (by Euclidean division) of $a$ by $b$, and by $\left\{\frac{a}{b}\right\}$ the remainder.

### 4.1. Definitions (see [1] and [9])

- A s-point is a point of $\mathcal{X}^{*}$.
- A d-point represents two s-points lying in a same fiber $\pi^{-1}(x), x \in \mathbb{P}^{3}$.
- A t-point (resp. t -curve) represents three non-collinear points lying in a same fiber $\pi^{-1}(x)$ (resp. inverse image of a curve in $\mathbb{P}^{3}$, under $\pi$ ).
- A grille of type $(p, q)$ is a set of $p q$ points of $Q$, which are the intersection of $p$ lines of type $(1,0)$ and $q$ lines of type $(0,1)$.
- A four-point is a set of 4 points, $[P]=\left\{P_{1}, \ldots, P_{4}\right\} \subset Q$, such that $P_{1}, P_{2} \in$ $\ell \backslash \ell^{\prime}$ and $P_{3}, P_{4} \in \ell^{\prime} \backslash \ell$, for some lines $\ell, \ell^{\prime} \subset Q$ of type $(1,0)$ and $(0,1)$. In other words, $P_{1}, \ldots, P_{4}$ are cocyclic but 3 by 3 non collinear.
For example, the intersection of $Q$ with a degenerate conic transverse to $Q$, such that the singular point does not lie on $Q$, is a four-point.
- A bamboo (see [2]) is a union of 4 lines $L_{1}, \ldots, L_{4}$ such that: $L_{i} \cap L_{j} \neq \emptyset$ if and only if $|i-j| \leq 1$.
- the first infinitesimal neighborhood of a point $x$ in $\mathbb{P}^{3}$, denoted by $\xi(x)$, is the subscheme of $\mathbb{P}^{3}$, having $\mathcal{I}_{x}{ }^{2}$ as ideal sheaf.
- A triple-point (resp. double-point) is a subscheme of $\mathbb{P}^{3}$, supported by a point having ideal locally defined by $\left(x_{1}, x_{2}\right)^{2}$ (resp. by $\left(x_{1}^{2}, x_{2}\right)$ ) in $\mathcal{K}\left[x_{1}, x_{2}\right]$. For example, $\xi(x) \cap Q$ is a triple-point of $Q$ if $x \in Q$.
- A t-first infinitesimal neighborhood (resp. a t-grille) is the inverse image of a first infinitesimal neighborhood (resp. of a grille), under $\pi$.
- We say that t-points, d-points, and s-points are collinear (resp. cocyclic) in $Q^{*}$ if their projections on $Q$ lie on the same line (resp. same conic).



### 4.2. Examples of specialization

We give some specializations, traces and residual schemes which are useful in Sections 4.3, 5.2 and 5.4 (see also [15, Section 4.4]).

Lemma 4.1. i) The trace (resp. residual scheme) of a finite union of subschemes equals the union of traces (resp. of residual schemes).
ii) If $\ell$ and $\ell^{\prime}$ are two lines in $Q$, intersecting at the point $x$, then $\ell \cup \ell^{\prime} \cup \xi(x)$ is a specialization of two skew lines in $\mathbb{P}^{3}$. Moreover, the residual scheme $\operatorname{res}_{Q}\left(\ell \cup \ell^{\prime} \cup \xi(x)\right)$ equals $\{x\}$.
iii) If $[L]=\left(L_{1}, \ldots, L_{4}\right)$ is a bamboo and if $\{x\}=L_{2} \cap L_{3}$, then the union $[L] \cup \xi(x)$ is a specialization of two skew conics in $\mathbb{P}^{3}$.

Proof. i): see [8], 4.4. ii): see [7], 2.1.1. iii) follows from i) and ii).

two skew lines


2 skew singular conics

Lemma 4.2. (see [15, Lemme 4.2])
i) If $\ell$ is a line and if $x \in \ell$, then $\ell \cap \xi(x)$ is a double-point and $\operatorname{res} \ell(\xi(x))$ is the (simple) point $x$.
ii) If $C$ is a rational curve of type $(1,2)$ on $Q$ and if $x \in C$, then $C \cap \xi(x)$ is a double-point and $\operatorname{res}_{C}(\xi(x))$ is the (simple) point $x$.

### 4.3. Lemmata on the quadric $Q$

First, we recall some general results which we can apply in Lemma 4.10 and in Proposition 4.12. Let $E$ be a bundle on a quasi-projective scheme $T$ and let $Z$ be a subscheme of $T$. We denote by $\pi: \mathbb{P}(E) \rightarrow T$ the canonical projection. For a subscheme $W$ of $\mathbb{P}(E)$, let $\pi(W)$ be the subscheme (of $T$ ), of ideal sheaf $\pi^{\#^{-1}}\left(\pi_{*} I_{W}\right)$, where $\pi^{\#}$ is the canonical morphism from $\mathcal{O}_{T}$ to $\pi_{*} \mathcal{O}_{\mathbb{P}(E)}$.

Lemma 4.3. One has:

$$
\text { i) } \pi^{-1}(Z) \cong \mathbb{P}\left(E_{\mid Z}\right), \mathcal{O}_{\mathbb{P}(E)}(1)_{\mid \pi^{-1}(Z)} \cong \mathcal{O}_{\mathbb{P}\left(E_{\mid Z}\right)}(1), \pi_{*}\left(\mathcal{O}_{\mathbb{P}(E)}(1)\right) \cong E
$$

ii) $\pi^{*} I_{Z} \cong I_{\pi^{-1} Z}$,
iii) if $W$ is a subscheme of $\mathbb{P}(E)$, then: $\pi_{*} I_{W} \cong I_{\pi(W)}$.

Proof. i): see [9, p. 21] and [5, Proposition 7.11, p.162].
ii): $\pi$ has smooth fibers so the functor $\pi^{*}$ is exact. Thus, it suffices to apply it, on the exact sequence: $0 \rightarrow I_{Z} \rightarrow \mathcal{O}_{T} \rightarrow \mathcal{O}_{Z} \rightarrow 0$ and to consider the exact sequence: $0 \rightarrow I_{\pi^{-1} Z} \rightarrow \mathcal{O}_{\mathbb{P}(E)} \rightarrow \mathcal{O}_{\pi^{-1} Z} \rightarrow 0$.
iii): since $\pi$ is proper and has connected fibers, $\pi^{\#}$ is an isomorphism. Therefore, $\pi_{*} I_{W} \cong \pi^{\#^{-1}}\left(\pi_{*} I_{W}\right)=I_{\pi(W)}$.

Corollary 4.4. One has, for $n, a, b \in \mathbb{N}^{*}$ and for any subscheme $C$ of $Q$ :

$$
h^{0}\left(L_{n}\right)=h^{0}(\Omega(n)), h^{0}\left(K_{a, b}\right)=h^{0}(\bar{\Omega}(a, b)), h^{0}\left(K_{a, b \mid \pi^{-1}(C)}\right)=h^{0}\left(\bar{\Omega}(a, b)_{\mid C}\right)
$$

Proof. The projection formula (see [5], p. 124) and Lemma 4.3 give:

$$
h^{0}\left(L_{n}\right)=h^{0}\left(\pi_{*}\left(L_{n}\right)\right)=h^{0}\left(\pi_{*}\left(\mathcal{O}_{\mathcal{X}^{*}}(1) \otimes \pi^{*} \mathcal{O}(n)\right)\right)=h^{0}(\Omega(n))
$$

Similarly, we get: $h^{0}\left(K_{a, b}\right)=h^{0}(\bar{\Omega}(a, b))$ and $h^{0}\left(K_{a, b \mid \pi^{-1}(C)}\right)=h^{0}\left(\bar{\Omega}(a, b)_{\mid C}\right)$.

Lemma 4.5. (see [12, p. 8], [9, Section 3-1] and [4])
Let $n, a, b \in \mathbb{N}^{*}$ and let $C$ be a rational curve, of type $(1, n)$ on $Q$. Then
i) $h^{0}(\Omega(n))=\frac{\left(n^{2}-1\right)(n+2)}{2}, h^{0}\left(K_{a, b}\right)=h^{0}(\bar{\Omega}(a, b))=3 a b-a-b-1$.
ii) $\bar{\Omega}(a, b)_{\mid C} \cong 2 \mathcal{O}_{\mathbb{P}^{1}}((a-1) n+b-2) \oplus \mathcal{O}_{\mathbb{P}^{1}}((a-2) n+b)$.

LEMMA 4.6. i) If $H$ is a plane in $\mathbb{P}^{3}$, then $\Omega_{\mid H} \cong \Omega_{\mathbb{P}^{2}} \oplus \mathcal{O}_{\mathbb{P}^{2}}(-1)$.
ii) If $D$ is a line in $\mathbb{P}^{3}$, then $\Omega_{\mid D} \cong \bar{\Omega}_{\mid D} \cong \mathcal{O}_{\mathbb{P}^{1}}(-2) \oplus 2 \mathcal{O}_{\mathbb{P}^{1}}(-1)$.

Lemma 4.7. Let $n, a, b, \tau, \delta, \epsilon \in \mathbb{N}$ and let $D$ be a line on $Q$. Then
i) $h^{0}\left(K_{a, b \mid D^{*}}\right)=h^{0}\left(\bar{\Omega}(a, b)_{\mid D}\right)=h^{0}\left(\bar{\Omega}_{\mid D}(b)\right)=3 b-1$ if $D$ is of type $(1,0)$.
ii) $h^{0}\left(K_{a, b \mid D^{*}}\right)=h^{0}\left(\bar{\Omega}(a, b)_{\mid D}\right)=h^{0}\left(\bar{\Omega}_{\mid D}(a)\right)=3 a-1$ if $D$ is of type $(0,1)$.
iii) If $S^{*} \subset \mathcal{X}^{*}$ is a union of $\tau$ t-points, $\delta d$-point and $\epsilon$ s-point, then $h^{0}\left(L_{n \mid S^{*}}\right)=3 \tau+2 \delta+\epsilon=h^{0}\left(K_{a, b_{\mid S^{*}}}\right)$.

Lemma 4.8. Let $a, b, a^{\prime}, b^{\prime} \in \mathbb{N}$ and let $C, C^{\prime}$ be two distinct curves on $Q$, of type $(a, b)$ and $\left(a^{\prime}, b^{\prime}\right)$. Then
i) $\#\left(C \cap C^{\prime}\right)=a b^{\prime}+a^{\prime} b$.
ii) $\#(C \cap[P]) \leq 3$, $\#\left(C^{\prime} \cap[P]\right) \leq 4$, $\#(\ell \cap[P]) \leq 2$, if $C$ is of type $(1,2)$, $C^{\prime}$ of type $(1,1)$, $\ell$ of type $(1,0)$ and $[P]$ a four-point.

Corollary 4.4 and Lemma 4.5 imply:
Corollary 4.9. Let $n, a, b \in \mathbb{N}^{*}$ and let $C$ be a rational curve on $Q$. Then
i) $h^{0}\left(K_{a, b \mid C^{*}}\right)=h^{0}\left(\bar{\Omega}(a, b)_{\mid C}\right)=3(a+b-2)+1$ if $C$ is of type $(1,1)$.
ii) $h^{0}\left(K_{a, b_{\mid C^{*}}}\right)=h^{0}\left(\bar{\Omega}(a, b)_{\mid C}\right)=3(2 a+b-3)$ if $C$ is of type $(1,2)$.
iii) $\quad h^{0}\left(K_{a, b \mid C^{*}}\right)=h^{0}\left(\bar{\Omega}(a, b)_{\mid C}\right)=3(2 b+a-3)$ if $C$ is of type $(2,1)$.

Lemma 4.10. In one of the following cases, $Z$ is (numerically) E-settled.
a) $E=K_{a, b_{\mid C^{*}}}$, where $C$ is a conic in $Q$ and $Z$ the generic union, in $C^{*}$, of $a+b-2$ t-points (counted with multiplicity) and one s-point;
b) $E=K_{a,\left.\right|_{\mid \ell^{*}}}$, where $\ell$ is a line in $Q$, of type $(1,0)$ and $Z$ the generic union, in $\ell^{*}$, of $b-1$ t-points (counted with multiplicity) and one d-point;
c) $E=K_{1}, Z=\emptyset$;
d) $E=K_{2}, Z$ : a generic union of $2 t$-points and 1 s-point;
e) $E=K_{3}, Z$ : a generic union of 6 t-points and $1 d$-point, such that at most 3 are cocyclic with the d-point.

Proof. We see, from Lemma 4.7 and Corollary 4.9, that for each case, $h^{0}(E)=$ $h^{0}\left(E_{\mid Z}\right)$. So, $Z$ is numerically $E$-settled. It remains to show that $H^{0}\left(E \otimes I_{Z}\right)=0$.
a) and b): see [9, p. 23-24].
c): it follows from the fact: $h^{0}(E)=h^{0}(\bar{\Omega}(1,1))=0$.
d): $Z$ specializes to a union of 2 t-points and 1 s-point lying on a t-conic $C^{*}$. We exploit $\Delta=C^{*}$. The residual scheme $Z^{\prime}$ is the empty scheme and $E(-\Delta)=K_{1}$. Hence we get the dègue from c). The trace $Z^{\prime \prime}$ consists of 2 t-points and 1 s-point. Moreover, we get by Lemma 4.3: $E_{\mid \Delta} \cong K_{2 \mid C^{*}}$. Thus,
the dîme follows from a).
e): We may get a specialization of $Z$ by putting the 6 t-points on a t-curve $C^{*}$ $\left(C\right.$ of type $(1,2)$ on $Q$ ). We exploit $C^{*}$. The trace $Z^{\prime \prime}$ consists of 6 t-points and $E_{\mid C^{*}} \cong K_{3 \mid C^{*}} \cong 3 \mathcal{O}_{\mathbb{P}^{1}}(5)$. So the dîme is true.

The residual scheme $Z^{\prime}$ consists of 1 d-point and $E\left(-C^{*}\right)=K_{2,1}$. The dègue follows from b ) and c ), by exploiting a t-line $\ell^{*}$ of type $(1,0)$ passing through the d-point.
Remark 4.11. Proposition 4.12 is crucial in the proof of the statement in Section 5: $H^{\prime}(n-2) \Rightarrow H(n)$. The following notations will be useful to show it. For $f, h, i, \ell \in \mathbb{N}$ such that $1 \leq i \leq 3, f=i+3 \ell$, set:

$$
\begin{gathered}
a=f+h, b=f+2 h, \mu_{\max }(a, b)= \begin{cases}a+b-3 \text { if } a+b \equiv 0 & \bmod 3 \\
a+b-2 \text { if } a+b \not \equiv 0 & \bmod 3\end{cases} \\
V_{\max }(f, h)=\sum_{k=1}^{\ell}\left(v_{1 k}(f)+v_{2 k}(f)\right)+\sum_{k=1}^{h} v_{k}^{*}(f, h), \\
M_{\max }(f, h)=\sum_{k=1}^{\ell}\left(m_{1 k}(f)+m_{2 k}(f)\right)+\sum_{k=1}^{h} m_{k}^{*}(f, h) .
\end{gathered}
$$

The choice of the integers $v_{1 k}(f), m_{1 k}(f), v_{2 k}(f), m_{2 k}(f), \ldots$ will allow us to exploit t-rational curves of type $(1,2)$ and $(2,1)$. We give below their different values.

- Case $f+h \leq 3: V_{\max }(f, h)=M_{\max }(f, h)=0$.
- Case $4 \leq f \leq 6$ and $h=0: v_{11}=i-1, m_{11}=i, v_{21}=m_{21}=0$.
- Case $f \geq 7$ and $h=0: v_{11}=i-1, m_{11}=i, v_{21}=m_{21}=0$, and for $2 \leq k \leq \ell, v_{1 k}=i+3 k-4, m_{1 k}=3, v_{2 k}=i+3 k-6, m_{2 k}=3$, $V_{\max }(f, 0)=i-1+(\ell-1)(f+i-4), M_{\max }(f, 0)=i+6(\ell-1)=2 f-i-6$.
- Case $f=1$ and $h \geq 3: v_{k}^{*}=0, m_{k}^{*}=2 k-2$ for $1 \leq k \leq h, V_{\max }(1, h)=$ $0, M_{\max }(1, h)=h(h-1)$.
- Case $(f \geq 2$ and $h \geq 2)$ or $(f \geq 3$ and $h=1): v_{k}^{*}=f-2, m_{k}^{*}=2 k$ for $1 \leq k \leq h, V_{\max }(f, h)=V_{\max }(f, 0)+(f-2) h, M_{\max }(f, h)=M_{\max }(f, 0)+$ $h(h+1)$.
Proposition 4.12. Let $f, h, a, b, v, m, u, \mu, \delta, \epsilon \in \mathbb{N}$ such that

$$
\left\{\begin{array}{l}
1 \leq f \leq a=f+h \leq b=f+2 h<2 a \\
\delta+\epsilon \leq 1 \\
v \leq V_{\max }(f, h) \\
m \leq M_{\max }(f, h) \\
\mu \leq \mu_{\max }(a, b) \\
3 a b-a-b-1=12 v+9 m+3 u+3 \mu+2 \delta+\epsilon
\end{array}\right.
$$

We consider the generic union $F(a, b) \subset Q^{*}$ of $m$ t-triple-points, $v t$-fourpoints, $u$ t-points and $\mu$ t-points, $\delta$ d-point et $\epsilon$ s-point which are cocyclic. Then $F(a, b)$ is $K_{a, b}$-settled.

Proof. By construction, $F(a, b)$ is numerically $K_{a, b}$-settled:

$$
h^{0}\left(K_{a, b}\right)=3 a b-a-b-1=12 v+9 m+3 u+3 \mu+2 \delta+\epsilon=h^{0}\left(K_{a, b \mid F(a, b)}\right) .
$$

The proof is similar to that of Lemma 3.3.1 in [9]. Denote by $R(f, h)$ the statement: "the scheme $F(f+h, f+2 h)$ is $K_{f+h, f+2 h \text {-settled". The main idea }}$ is as follows.

If $h \geq 1$, then pass from $R(f, h)$ to $R(f, 0)$ by exploiting $h$ times, a trational curve of type (1,2). In other words, prove $R(f, k)$ by induction on $k$, for $0 \leq k \leq h$.

Now, we have to prove $R(f, 0)$. If $f \geq 4$, then set $f=i+3 \ell$ where $\ell=\left[\frac{f-1}{3}\right], i=f-3 \ell \in\{1,2,3\}$. Pass from $R(f, 0)$ to $R(i, 0)$ by exploiting alternately $\ell$ times, two t-rational curves of types $(1,2)$ and $(2,1)$. Here, we also use an inductive proof.

- Proof of $R(i, 0)$ (case $a=b=f=i \in\{1,2,3\})$ :

One has: $M_{\max }(i, 0)=V_{\max }(i, 0)=0$ and thus $m=v=0$.

- The case $i=1$ follows from Lemma 4.10-c).
- If $i=2$, then $\epsilon=1, \delta=0, u+\mu=2$. So, we may suppose that $u=2$ and $\mu=0$. Lemma 4.10-d) gives our result.
- If $i=3$, then $\epsilon=0, \delta=1, u+\mu=6, \mu \leq \mu_{\max }(3,3)=3 . R(3,0)$ is true by Lemma 4.10-e).
- Proof of $R(f, 0), f=i+3 \ell \geq 4$ (case $a=b=f \geq 4$ ):

We denote by $\tilde{R}(i, k)$ the statement $R(i+3 k, 0)$, for $0 \leq k \leq \ell$. We prove it by induction on $k$. The case $k=0$ corresponds to $f \in\{1,2,3\}$ and is just treated. We refer to Notations in Remark 4.11.

We suppose that $k \geq 1$ and $\tilde{R}(i, k-1)$ is true. We denote by $C^{\prime}$ (resp. by $\Gamma$ ) a rational curve on $Q$, of type $(1,2)$ (resp. the conic passing through the cocyclic t-points). Put $\tilde{f}=\tilde{f}_{k}=f-3(\ell-k)=i+3 k$. We take $\mu_{1}=\min (\mu, 3)$, $v_{1}=\min \left(v, v_{1 k}(f)\right)$ and $m_{1}=\min \left(m, m_{1 k}(f)\right)$. Let $u_{1} \in \mathbb{N}$ such that $u_{1} \leq u$ and

$$
\begin{equation*}
3 v_{1}+2 m_{1}+u_{1}+\mu_{1}=3 \tilde{f}-3 \tag{3}
\end{equation*}
$$

We define the two following subschemes of $Q^{*}, \tilde{F}_{1}$ and $\tilde{F}_{2}$ as follows.
$\tilde{F}_{1}$ is the union of $v-v_{1}$ t-four-points, $m-m_{1}$ t-triple-points, $u-u_{1}+v_{1}$ t-points and $\mu-\mu_{1}$ t-points, $\delta$ d-point and $\epsilon$ s-point which are cocyclic.
$\tilde{F}_{2}$ consists of $u_{1}+3 v_{1}$ t-points lying on $C^{\prime *}, \mu_{1}$ t-points on $C^{\prime *} \cap \Gamma^{*}$ and the t-infinitesimal neighborhoods of $m_{1}$ points on $C^{\prime}$.

The two subschemes $F(\tilde{f}, \tilde{f})$ and $\tilde{F}_{1} \cup \tilde{F}_{2}$ have the same number of t-triplepoints: $m=\left(m-m_{1}\right)+m_{1}$. Moreover, the $v_{1}$ t-points of $\tilde{F}_{1}$ together with
the $3 v_{1}$ t-points of $\tilde{F}_{2}$ form a specialization of $v_{1}$ t-four-points of $F(\tilde{f}, \tilde{f})$. It follows that $F(\tilde{f}, \tilde{f})$ generalizes $\tilde{F}_{1} \cup \tilde{F}_{2}$.

We exploit $C^{\prime *}$. The trace $Z^{\prime \prime}$ consists of $m_{1}$ t-double-points and $3 v_{1}+u_{1}+$ $\mu_{1}$ t-points. Moreover, one has: $\pi_{*}\left(K_{\tilde{f} \mid C^{\prime *}}\right) \cong 3 \mathcal{O}_{\mathbb{P}^{1}}(3 \tilde{f}-4)$. By Corollary 4.9 and Equality (3), $Z^{\prime \prime}$ is numerically $K_{\tilde{f}_{\mid C^{\prime *}}}$-settled:
$h^{0}\left(K_{\tilde{f} \mid C^{\prime *}}\right)=h^{0}\left(\pi_{*}\left(K_{\tilde{f} \mid C^{\prime *}}\right)\right)=3(3 \tilde{f}-3)=9 v_{1}+6 m_{1}+3 u_{1}+3 \mu_{1}=h^{0}\left(K_{\tilde{f} \mid Z^{\prime \prime}}\right)$.
Hence, we get the dîme.
Now, we prove the dègue. One has $K_{\tilde{f}}\left(-C^{\prime *}\right) \cong K_{\tilde{f}-1, \tilde{f}-2}$. The residual scheme $Z^{\prime}$ is exactly the disjoint union of $\tilde{F}_{1}$ with $m_{1}$ t-points. By Lemma 3.1, it is numerically $K_{\tilde{f}-1, \tilde{f}-2}$-settled:

$$
3 a^{\prime} b^{\prime}-a^{\prime}-b^{\prime}-1=12\left(v-v_{1}\right)+9\left(m-m_{1}\right)+3 u^{*}+3\left(\mu-\mu_{1}\right)+2 \delta+\epsilon
$$

where $a^{\prime}=\tilde{f}-1, \quad b^{\prime}=\tilde{f}-2, u^{*}=u-u_{1}+m_{1}+v_{1}$. Take

$$
\mu_{2}=\min \left(\mu-\mu_{1}, 3\right), v_{2}=\min \left(v-v_{1}, v_{2 k}(f)\right), m_{2}=\min \left(m-m_{1}, m_{2 k}(f)\right) .
$$

Let $u_{2} \in \mathbb{N}$ such that $u_{2} \leq u^{*}$ and

$$
\begin{equation*}
3 v_{2}+2 m_{2}+u_{2}+\mu_{2}=3 \tilde{f}-8 \tag{4}
\end{equation*}
$$

Consider a rational curve $C^{\prime \prime}$ of type $(2,1)$ on $Q$. As above, $Z^{\prime}$ may specialize to the disjoint union of $F(\tilde{f}-3, \tilde{f}-3)$ with $u_{2}+3 v_{2}$ t-points lying on $C^{\prime \prime *}$, with $\mu_{2}$ t-points on $C^{\prime \prime *} \cap \Gamma^{*}$ and with the t-infinitesimal neighborhood of $m_{2}$ points on $C^{\prime \prime}$. We exploit $C^{\prime \prime *}$. The trace consists of $m_{2}$ t-double-points and $3 v_{2}+u_{2}+\mu_{2}$ t-points. Since $\pi_{*}\left(K_{\tilde{f}-1, \tilde{f}-2 \mid C^{\prime \prime *}}\right) \cong 3 \mathcal{O}_{\mathbb{P}^{1}}(3 \tilde{f}-9)$, Equality (4) implies the dîme.

The residual scheme is $F(\tilde{f}-3, \tilde{f}-3)$. By Lemma 3.1, it is numerically $K_{\tilde{f}-3, \tilde{f}-3}$-settled: $3 \tilde{a} \tilde{b}-\tilde{a}-\tilde{b}-1=12 \tilde{v}+9 \tilde{m}+3 \tilde{u}+3 \tilde{\mu}+2 \delta+\epsilon$, where

$$
\begin{aligned}
& \tilde{v}=v-v_{1}-v_{2}=\max \left(0, v-v_{1 k}(f)-v_{2 k}(f)\right) \leq V_{\max }(\tilde{f}-3,0), \\
& \tilde{a}=\tilde{b}=\tilde{f}-3, \tilde{m}=m-m_{1}-m_{2} \leq M_{\max }(\tilde{f}-3,0) \\
& \tilde{\mu}=\mu-\mu_{1}-\mu_{2}=\max (0, \mu-6) \leq \mu_{\max }(\tilde{f}, \tilde{f})-6=\mu_{\max }(\tilde{f}-3, \tilde{f}-3), \\
& \tilde{u}=u^{*}-u_{2}+m_{2}+v_{2}=u-u_{1}-u_{2}+m_{1}+v_{1}+m_{2}+v_{2}
\end{aligned}
$$

Therefore, $\tilde{a}, \tilde{b}, \tilde{m}, \tilde{v}, \tilde{u}, \tilde{\mu}, \delta$ and $\epsilon$ satisfy all the hypotheses of Proposition 4.12. The dègue is the statement $\tilde{R}(i, k-1)$. It is true by inductive assumption.

- Proof of $R(f, h)$ (the general case):

We necessarily have: $2 \leq a<b \leq 2 a-1$. We recall that $a=f+h, b=f+2 h$ where $f=2 a-b \geq 1, h=b-a \geq 1$, and $R(f, k)$ is the statement:
" $F(f+k, f+2 k)$ is $K_{f+k, f+2 k}$-settled". We prove it by induction on $k$, for $0 \leq k \leq h$. The proof is similar to the previous one.

The case $k=0$ corresponds to $a=b=f$ and has been already done. We suppose that $k \geq 1$ and $R(f, k-1)$ is true. We denote by $C^{\prime}$ a rational curve on $Q$, of type $(1,2)$. Set

$$
\mu_{1}=\min (\mu, 3), v_{1}=\min \left(v, v_{k}^{*}(f, h)\right), m_{1}=\min \left(m, m_{k}^{*}(f, h)\right)
$$

Let $u_{1} \in \mathbb{N}$ such that $u_{1} \leq u$ and

$$
\begin{equation*}
3 v_{1}+2 m_{1}+u_{1}+\mu_{1}=3 f+4 k-3 \tag{5}
\end{equation*}
$$

We consider the disjoint union $\tilde{F}$ of $F(f+k-1, f+2 k-2)$ with $u_{1}+3 v_{1}+\mu_{1}$ t-points lying on $C^{\prime *}$ and the t-infinitesimal neighborhoods of $m_{1}$ points on $C^{\prime}$. We see that $\tilde{F}$ is a specialization of $F(f+k, f+2 k)$. We exploit $C^{\prime *}$. The trace $Z^{\prime \prime}$ consists of $m_{1}$ t-double-points and $u_{1}+3 v_{1}+\mu_{1}$ t-points. Corollary 4.9 and Equality (5) give:
$h^{0}\left(K_{f+k, f+2 k}^{\mid C^{\prime *}}\right)=3(3 f+4 k-3)=9 v_{1}+6 m_{1}+3 u_{1}+3 \mu_{1}=h^{0}\left(K_{f+k, f+2 k_{\mid Z^{\prime \prime}}}\right)$.
Hence, $Z^{\prime \prime}$ is numerically $K_{f+k, f+2 k_{\mid C^{* *}}}$-settled and we get the dîme.
The residual scheme $Z^{\prime}$ is exactly $F(f+k-1, f+2 k-2), K_{f+k, f+2 k}\left(-C^{\prime *}\right)$ is isomorphic to $K_{f+k-1, f+2 k-2}$. Again, from Lemma 3.1, $Z^{\prime}$ is numerically $K_{f+k-1, f+2 k-2}$-settled. As before, we see that all the hypotheses of Proposition 4.12 are satisfied. The dègue is then true, by inductive assumption.

Corollary 4.13. We consider the subscheme $F(a, b)$ of Proposition 4.12. Let $c, d_{1}, d_{2}, n \in \mathbb{N}^{*}$ and let $G$ be the union, in $Q^{*}$, of $c t$-conics, $d_{1} t$-lines of type $(1,0)$ and $d_{2}$ t-lines of type $(0,1)$, such that $G \cap F(a, b)=\emptyset$. We suppose that $J=G \cup F(a, b)$ is numerically $K_{n}$-settled and $a+c+d_{1}=b+c+d_{2}=n$. Then $J$ is $K_{n}$-settled.
Proof. Since any conic on $Q$ is of type (1,1), we see that the ideal sheaf $\mathcal{I}_{G}$ of $G$ is isomorphic to $\pi^{*} \mathcal{O}_{Q}\left(-c-d_{1},-c-d_{2}\right)$. Hence, we get: $H^{0}\left(K_{n} \otimes \mathcal{I}_{J}\right)=$ $H^{0}\left(K_{a, b} \otimes \mathcal{I}_{F(a, b)}\right)=0$ by Proposition 4.12.
5. Proof of $H^{\prime}(n-2) \Rightarrow H(n), n \geq 5$

### 5.1. The subscheme $T^{*}(n)$

We define $T^{*}(n)$ as the generic union of $\lambda(n)$ disjoint t-conics, and $\tau(n)$ t-points, $\delta(n)$ d-points, $\epsilon(n)$ s-point which are cocyclic. We see that:

$$
\begin{aligned}
& T^{*}(n) \text { is numerically } L_{n^{\prime}} \text {-settled } \Longleftrightarrow h^{0}\left(L_{n}\right)=h^{0}\left(L_{n \mid T^{*}(n)}\right) \\
& \text { if } S^{*} \text { is a s-point (resp. d-point, t-point, t-line, t-conic, t-bamboo), } \\
& \text { then } \left.h^{0}\left(L_{n \mid S^{*}}\right)=1 \text { (resp. } 2,3,3 n-1,6 n-5,2(6 n-5)-3=12 n-13\right)
\end{aligned}
$$

It follows that: $h^{0}\left(L_{n \mid T^{*}(n)}\right)=\lambda(n)(6 n-5)+3 \tau(n)+2 \delta(n)+\epsilon(n)$.
Thus, in order to get $T^{*}(n)$ numerically $L_{n}$-settled, we may take:
$\lambda(n)=\left[\frac{h^{0}\left(L_{n}\right)}{6 n-5}\right], \tau(n)=\left[\frac{s(n)}{3}\right], 2 \delta(n)+\epsilon(n)=\left\{\frac{s(n)}{3}\right\}, \delta(n), \epsilon(n) \in\{0,1\}$,
where: $\quad h^{0}\left(L_{n}\right)=h^{0}(\Omega(n))=\frac{\left(n^{2}-1\right)(n+2)}{2}$, and $s(n)=\left\{\frac{h^{0}\left(L_{n}\right)}{6 n-5}\right\}$.
We must prove the statement $H(n): H^{0}\left(L_{n} \otimes I_{T^{*}(n)}\right)=0$ by the Horace method. We shall build a specialization $T_{s}(n)$ of $T^{*}(n)$ and show that $H^{0}\left(L_{n} \otimes\right.$ $\left.I_{T_{s}(n)}\right)=0$.

### 5.2. Specialization of $T^{*}(n)$ - The subscheme $T^{* *}(n-2)$

We define $T_{s}(n)$ as a union of:

- $s_{1}$ t-conics in general position,
- $s_{2}$ t-bamboos,
- $t_{1}$ degenerate t-conics: one of the lines of each of them is contained in $Q$ and is of type $(1,0)$,
- $t_{2}$ degenerate t-conics: one of the lines of each of them is contained in $Q$ and is of type $(0,1)$,
- $c$ t-conics in $Q^{*}$;
- the t-first infinitesimal neighborhood (cf. 4.1) of $c^{2}-c$ intersection points of $c$ conics,
- the t-first infinitesimal neighborhood of $s_{2}$ triple-points, among the intersection points, with $Q$, of the $s_{2}$ bamboos,
- the t-first infinitesimal neighborhood of $t_{1} t_{2}$ intersection points of $t_{1}+t_{2}$ lines in $Q$,
- the t-first infinitesimal neighborhood of $\left(t_{1}+t_{2}\right) c$ intersection points, with $c$ conics, of $t_{1}+t_{2}$ lines,
- the t-first infinitesimal neighborhood of $\tau^{\prime}$ cocyclic t-points, where $\tau^{\prime} \leq \tau(n)$ and $\tau^{\prime} \leq\left(t_{1}+c\right)+\left(t_{2}+c\right)=t_{1}+t_{2}+2 c$,
- $\left(\tau(n)-\tau^{\prime}\right)$ t-points, $\delta(n)$ d-point and $\epsilon(n)$ s-point lying on a t-conic in $Q^{*}$.

The integers $s_{1}, s_{2}, t_{1}, t_{2}, c, \tau^{\prime}, p_{1}, q_{1}$ are chosen in such a manner that the subscheme $T_{s}(n)$ is a $\left(L_{n}, Q^{*}\right)$-adjusted specialization of $T^{*}(n)$ (cf. Lemma 3.1). We may then use the Horace method by exploiting the divisor $Q^{*}$. In this case, we denote by $T^{* *}(n-2)$ the residual scheme of $T_{s}(n)$. It consists of:

- $s_{1}$ disjoint t-conics, $s_{2}$ disjoint t-bamboos, $t_{1}+t_{2}$ disjoint t-lines and
- $\left(t_{1}+c\right)\left(t_{2}+c\right)-c+\tau^{\prime}$ t-points lying on a t-grille of type $\left(p_{1}, q_{1}\right)$.

Since $L_{n}\left(-Q^{*}\right)=L_{n-2}$, the $\left(L_{n}, Q^{*}\right)$-adjusting condition gives:
$h^{0}\left(L_{n-2}\right)=(6 n-17) s_{1}+(3 n-7)\left(t_{1}+t_{2}\right)+(12 n-37) s_{2}+3\left[\left(t_{1}+c\right)\left(t_{2}+c\right)-c+\tau^{\prime}\right]$.
We prove $H^{0}\left(L_{n} \otimes I_{T_{s}(n)}\right)=0$. We exploit $Q^{*}$. The dègue is the statement $H^{\prime}(n-2): H^{0}\left(L_{n-2} \otimes \mathcal{I}_{T^{\prime *}(n-2)}\right)=0$, which is true by hypothesis.


We prove now the dîme. We obtain the following facts:

- the $s_{1}$ t-conics of $T_{s}(n)$ meet $Q^{*}$ in $s_{1}$ t-four-points,
- the $s_{2}$ t-bamboos meet $Q^{*}$ in $6 s_{2}$ t-points and in $s_{2}$ t-triple-points.

Thus, the trace $T_{s}(n) \cap Q^{*}$ is the subscheme $J$ described in Corollary 4.13 with:
$a=n-c-t_{1}, b=n-c-t_{2}, v=s_{1}, m=s_{2}, u=6 s_{2}+t_{1}+t_{2}, \mu=\tau(n)-\tau^{\prime}$.

$$
T_{s}(n) \cap Q^{*}:
$$



Furthermore, $L_{n \mid Q^{*}}$ is isomorphic to $K_{n}$ and $J$ is, by construction (see Lemma 3.1), numerically $K_{n}$-settled. One has: $h^{0}\left(K_{n}\right)=h^{0}\left(K_{n \mid J}\right)$, which is equivalent to:

$$
\left(E_{1}\right): 3 a b-a-b-1=12 s_{1}+27 s_{2}+3\left(t_{1}+t_{2}\right)+3\left(\tau(n)-\tau^{\prime}\right)+2 \delta+\epsilon
$$

Lemma 5.1. If $t_{1}, t_{2}, c, a=n-c-t_{1}$ and $b=n-c-t_{2}$ satisfy Equation $\left(E_{1}\right)$, then $\tau(n)-\mu_{\max }(a, b) \leq t_{1}+t_{2}+2 c$.
Proof. We know that $s(n)=\left\{\frac{h^{0}\left(L_{n}\right)}{6 n-5}\right\} \leq 6 n-6$ and $\tau(n)=\left[\frac{s(n)}{3}\right] \leq 2 n-2$. Moreover, one has: $\tau(n)=2 n-2 \Rightarrow(\delta=\epsilon=0) \Rightarrow(a+b \equiv 2 \bmod 3)$.

- If $a+b \equiv 0 \bmod 3$, then

$$
\tau(n) \leq 2 n-3 \text { and } \tau(n)-\mu_{\max }(a, b)=\tau(n)-(a+b-3) \leq t_{1}+t_{2}+2 c .
$$

- If $a+b \not \equiv 0 \bmod 3$, then

$$
\tau(n) \leq 2 n-2 \text { and } \tau(n)-\mu_{\max }(a, b)=\tau(n)-(a+b-2) \leq t_{1}+t_{2}+2 c .
$$

We suppose that $(a, b) \neq(1,1)$. According to the hypotheses of Proposition 4.12, the integers $s_{1}, s_{2}, t_{1}, t_{2}, c, \tau^{\prime}, p_{1}, q_{1}, a, b, f, h, u, \mu$ must satisfy:

$$
(\star \star):\left\{\begin{array}{l}
\lambda(n)=s_{1}+2 s_{2}+t_{1}+t_{2}+c, t_{1} \geq t_{2} \\
a=n-c-t_{1}, b=n-c-t_{2} \\
2 \leq a \leq b \leq 2 a-1, h=b-a \geq 0, f=2 a-b \geq 1 \\
s_{1} \leq V_{\max }(f, h), s_{2} \leq M_{\max }(f, h) \\
p_{1}=c+t_{1} \text { if } \tau^{\prime}=0, p_{1}=c+t_{1}+1 \text { otherwise } \\
q_{1}=c+t_{2} \text { if } \tau^{\prime}=0, q_{1}=c+t_{2}+1 \text { otherwise } \\
\tau(n)-\tau^{\prime} \leq \mu_{\max }(a, b), 0 \leq \tau^{\prime} \leq \min \left(t_{1}+t_{2}+2 c, \tau(n)\right) .
\end{array}\right.
$$

It remains then to prove the existence of $s_{1}, s_{2}, t_{1}, \ldots$ satisfying Equation $\left(E_{1}\right)$ and Conditions ( $\star \star$ ) above.

### 5.3. Choice for the integers $s_{1}, s_{2}, t_{1}, \ldots$

We would like to know the orders of magnitude of integers involved in the definitions of $T^{*}(n), T_{s}(n)$ and of $T^{* *}(n-2)$, for sufficiently large values of $n$. We shall prove (Proposition 5.5) that we may take $n \geq 25$ but $n \notin \Lambda=$ $\{26,27,30,31,33,34,37,38,43,45,48,51,55,72\}$. For $2 \leq n \leq 24$ or for $n \in \Lambda$, see Section 5.4.

In the subscheme $T^{*}(n)$, four integers occur: $\lambda(n), \tau(n), \delta(n)$ and $\epsilon(n)$. One has:
$\lambda(n)=\left[\frac{h^{0}\left(L_{n}\right)}{6 n-5}\right]$ with $h^{0}\left(L_{n}\right)=\frac{n^{3}+2 n^{2}-n-2}{2}$, so: $\lambda(n) \sim \frac{n^{2}}{12}+\frac{17 n}{72}$, $\tau(n)=\left[\frac{s(n)}{3}\right]$ with $s(n)=\left\{\frac{h^{0}\left(L_{n}\right)}{6 n-5}\right\}<6 n-5$, so: $\tau(n) \leq 2 n-2$, $2 \delta(n)+\epsilon(n)=\left\{\frac{s(n)}{3}\right\}$ with $0 \leq \delta(n)+\epsilon(n) \leq 1$.

In the subscheme $T_{s}(n)$, we must estimate five integers: $s_{1}, s_{2}, t_{1}, t_{2}$ and $c$. The adjusting condition gives:

$$
3 a b-a-b-1=12 s_{1}+27 s_{2}+\cdots \text { with } a=n-c-t_{1}, b=n-c-t_{2} .
$$

We take: $12 s_{1} \sim 3 a b \sim n^{2}, c \sim 2 t_{1} \sim \frac{n}{3}, 0 \leq t_{2} \leq 2$, since $\lambda(n) \sim \frac{n^{2}}{12}+\frac{17 n}{72}$. More precisely, we obtain

Proposition 5.2. The following integers, if they exist, satisfy Equation $\left(E_{1}\right)$ :

$$
\begin{aligned}
& t_{1}=\left[\frac{n}{6}\right]+\theta, c=\left[\frac{n}{3}\right], t_{2}=\left\{\frac{2 n+1+s(n)-t_{1}-2 c}{3}\right\} \\
& 3 s_{2}=\max \left(0, B(n, \theta), B(n, \theta)+3\left(\tau(n)-\mu_{\max }(a, b)\right)\right), 3 \tau^{\prime}=3 s_{2}-B(n, \theta) \\
& s_{1}=\lambda(n)-t_{1}-t_{2}-c-2 s_{2}
\end{aligned}
$$

where $a=n-c-t_{1}, b=n-c-t_{2} \geq 5$ and

$$
\left\{\begin{array}{l}
\theta=3\left[\frac{\theta_{1}}{3}\right], \theta_{1}=\min \left(\left[\frac{3 \tau(n)+A(n)}{3 b-10}\right],\left[\frac{3\left(\left[\frac{n}{6}\right]+t_{2}+2 c\right)+A(n)}{3 b-13}\right]\right) \\
B(n, \theta)=A(n)-\left(3\left(n-t_{2}-c\right)-10\right) \theta=A(n)-(3 b-10) \theta \\
A(n)=3\left(n-c-\left[\frac{n}{6}\right]\right) b-2 n-1-s(n)-12 \lambda(n)+14 c+10\left[\frac{n}{6}\right]+10 t_{2}
\end{array}\right.
$$

Moreover, one has: $\tau(n)-\tau^{\prime} \leq \mu_{\max }(a, b), 0 \leq \tau^{\prime} \leq \min \left(t_{1}+t_{2}+2 c, \tau(n)\right)$.
Proof. By direct computations, since $a=n-t_{1}-c$ and $b=n-t_{2}-c$, Equation $\left(E_{1}\right)$ may be written as $\left(E_{2}\right): B(n, \theta)-3 s_{2}+3 \tau^{\prime}=0$. The choice of $t_{2}$ is due to the fact:

$$
a+b+1+s(n) \equiv a+b+1+2 \delta+\epsilon \equiv 0 \quad \bmod 3
$$

It follows that: $A(n) \equiv 0 \bmod 3$ and $B(n, \theta) \equiv-(3 b-10) \theta \equiv \theta \bmod 3$.
Conditions ( $\star \star$ ) and Equation $\left(E_{2}\right)$ give:

$$
\begin{aligned}
& B(n, \theta)-3 s_{2}=-3 \tau^{\prime} \leq 0, B(n, \theta)-3 s_{2}=-3 \tau^{\prime} \geq-3 \min \left(t_{1}+t_{2}+2 c, \tau(n)\right), \\
& B(n, \theta)-3 s_{2}=-3 \tau^{\prime} \leq-3\left(\tau(n)-\mu_{\max }(a, b)\right)
\end{aligned}
$$

Thus, we must have:

$$
\begin{aligned}
& 3 s_{2} \geq B(n, \theta), B(n, \theta) \equiv 0 \quad \bmod 3,0 \leq 3 s_{2} \leq 3 \tau(n)+B(n, \theta) \\
& 0 \leq 3 s_{2} \leq 3\left(t_{1}+t_{2}+2 c\right)+B(n, \theta), 3 s_{2} \geq 3\left(\tau(n)-\mu_{\max }(a, b)\right)+B(n, \theta)
\end{aligned}
$$

Since $t_{1}=\left[\frac{n}{6}\right]+\theta, \theta$ satisfies:

$$
3 \tau(n)+A(n) \geq(3 b-10) \theta, 3\left(\left[\frac{n}{6}\right]+t_{2}+2 c\right)+A(n) \geq(3 b-13) \theta
$$

It suffices then to take:

$$
\begin{aligned}
& \theta=3\left[\frac{\theta_{1}}{3}\right], 3 s_{2}=\max \left(0, B(n, \theta), 3\left(\tau(n)-\mu_{\max }(a, b)\right)+B(n, \theta)\right) \\
& \tau^{\prime}=s_{2}-\frac{1}{3} B(n, \theta) \\
& \text { with } \theta_{1}=\min \left(\left[\frac{3 \tau(n)+A(n)}{3 b-10}\right],\left[\frac{3\left(\left[\frac{n}{6}\right]+t_{2}+2 c\right)+A(n)}{3 b-13}\right]\right) \text { and } b \geq 5
\end{aligned}
$$

Now, we check that: $\tau^{\prime} \geq 0, \tau(n)-\tau^{\prime} \leq \mu_{\max }(a, b), \tau^{\prime} \leq \min \left(t_{1}+t_{2}+2 c, \tau(n)\right)$. The first two inequalities follow from the facts:

$$
3 s_{2} \geq B(n, \theta) \text { and } 3 s_{2} \geq 3\left(\tau(n)-\mu_{\max }(a, b)\right)+B(n, \theta)
$$

It remains to prove the third one. Since $3 b-10 \geq 3 b-13 \geq 1$ and $\theta \leq$ $\theta_{1}$, one has: $(3 b-10) \theta \leq 3 \tau(n)+A(n),(3 b-13) \theta \leq 3\left(\left[\frac{n}{6}\right]+t_{2}+2 c\right)+A(n)$. Therefore, $B(n, \theta)$ satisfies: $3 \min \left(t_{1}+t_{2}+2 c, \tau(n)\right) \geq-B(n, \theta)$, because

$$
\begin{aligned}
& 3\left(t_{1}+t_{2}+2 c\right)+A(n)=3\left(\theta+\left[\frac{n}{6}\right]+t_{2}+2 c\right)+A(n) \geq(3 b-10) \theta \\
& 3 \tau(n)+B(n, \theta) \geq 0 \text { and } 3\left(t_{1}+t_{2}+2 c\right)+B(n, \theta) \geq 0
\end{aligned}
$$

- If $3 s_{2}=0$, then $3 \tau^{\prime}=-B(n, \theta) \leq 3 \min \left(\tau(n), t_{1}+t_{2}+2 c\right)$.
- If $3 s_{2}=B(n, \theta)$, then $\tau^{\prime}=0 \leq \min \left(\tau(n), t_{1}+t_{2}+2 c\right)$.
- If $3 s_{2}=B(n, \theta)+3\left(\tau(n)-\mu_{\max }(a, b)\right)$, then

$$
\begin{aligned}
& 3 \tau^{\prime}=3 s_{2}-B(n, \theta)=3\left(\tau(n)-\mu_{\max }(a, b)\right) \leq 3 \tau(n) \\
& 3 \tau^{\prime}=3\left(\tau(n)-\mu_{\max }(a, b)\right) \leq 3\left(t_{1}+t_{2}+2 c\right) \text { by Lemma } 5.1
\end{aligned}
$$

Proposition 5.5 allows us to determine all values of $n$ for which Equation $\left(E_{1}\right)$ and Conditions ( $\star \star$ ) hold. We shall use the following results for its proof.
Lemma 5.3. We consider the natural numbers: $b, A(n), \theta_{1}, \theta$ and $s_{2}$ defined in Proposition 5.2. One has for $n \geq 68$ :

$$
b \geq 5,-8 n \leq A(n) \leq 6 n,-5 \leq \theta_{1}<5, \theta \in\{-3,0\} \text { and } s_{2} \leq 2 n
$$

Proof. By standard bounding, we obtain:

$$
\left\{\begin{array}{l}
\frac{n}{3}-1 \leq c<\frac{n}{3}, 0 \leq t_{2} \leq 2,0 \leq s(n) \leq 6 n-6,0 \leq \tau(n) \leq 2 n-2  \tag{6}\\
\frac{2 n}{3}-2 \leq b=n-c-t_{2}<\frac{2 n}{3}+1, \frac{n}{2} \leq a+\theta<\frac{n}{2}+2 \\
\frac{n^{2}}{12}+\frac{17 n}{72}-2 \leq \lambda(n) \leq \lambda_{\max }=\frac{h^{0}\left(L_{n}\right)}{6 n-5} \leq \frac{n^{2}}{12}+\frac{17 n}{72}+1
\end{array}\right.
$$

So, $b \geq 5$ if $n \geq 11$. Set $n=6 \ell+w$ with $0 \leq w \leq 5$. Since $t_{1}=\left[\frac{n}{6}\right]+\theta=\ell+\theta$, $t_{2} \in\{0,1,2\}$ and $\lambda(n)=\frac{n^{2}}{12}+\frac{17 n}{72}+\zeta$, for some $\zeta \in[-2,1]$, simple calculations give: $-8 n \leq A(n) \leq 6 n$, because
$A(n)=A_{1}(n)\left(\right.$ resp. $\left.A_{1}(n)-21 \ell-6 w+3 t_{2}+17\right)$ if $w \leq 2$ (resp. if $\left.w \geq 3\right)$,
where $A_{1}(n)=\left(9 w+9-9 t_{2}\right) \ell-s(n)-12 \zeta+10 t_{2}+2 w^{2}-\frac{29}{6} w-3 t_{2}-1$.

By definition, $\theta=3\left[\frac{\theta_{1}}{3}\right] \equiv 0 \bmod 3$ and $\theta_{1}$ satisfies:
$\theta_{1} \leq \frac{3\left(\left[\frac{n}{6}\right]+t_{2}+2 c\right)+A(n)}{3 b-13} \leq \frac{\left(\frac{5 n}{2}+6\right)+6 n}{3\left(\frac{2 n}{3}-2\right)-13}=\frac{17 n+12}{4 n-38}<5$ if $n \geq 68$,
$\theta_{1} \geq \frac{A(n)}{3 b-10} \geq \frac{-8 n}{3 b-10} \geq \frac{-8 n}{3\left(\frac{2 n}{3}-2\right)-10}=\frac{-8 n}{2 n-16} \geq-5$ if $n \geq 40$.
Hence, $\theta=3\left[\frac{\theta_{1}}{3}\right] \leq \theta_{1}<5, \frac{\theta_{1}}{3} \geq-\frac{5}{3}$, and $\theta=3\left[\frac{\theta_{1}}{3}\right] \geq 3 \times(-2)=-6$. We get $\theta \in\{-6,-3,0,3\}$. Now, we prove that $\theta \notin\{-6,3\}$.

If $\theta=-6$, then $\theta_{1}<-3$ so that $\theta_{1} \leq-4$. Thus

$$
\frac{3 \tau(n)+A(n)}{3 b-10}<-3 \text { or } \frac{3\left(\left[\frac{n}{6}\right]+t_{2}+2 c\right)+A(n)}{3 b-13}<-3
$$

i.e., $(3 \tau(n)+A(n)+9 b-30<0)$ or $\left(3\left(\left[\frac{n}{6}\right]+t_{2}+2 c\right)+A(n)+9 b-39<0\right)$. It is impossible, if $n \geq 56$, by taking into account the above expressions of $A(n)$ and by the facts: $-2 \leq-s(n)+3 \tau(n)=-2 \delta-\epsilon \leq 0$ and $b \sim 4 \ell$. If $\theta=3$, then $\theta_{1} \geq 3$ and $\frac{3 \tau(n)+\bar{A}(n)}{3 b-10} \geq 3$. So, $3 \tau(n)+A(n)-9 b+30 \geq 0$, which is also impossible because $3 \tau(n)+A(n)$ is at most of order $33 \ell$ but $-9 b+30 \sim-36 \ell$.

It remains to prove that $s_{2} \leq 2 n$.

- If $\theta=-3$, then $(3 \tau(n)+A(n)<0)$ or $\left(3\left(\left[\frac{n}{6}\right]+t_{2}+2 c\right)+A(n)<0\right)$. Hence $A(n)<0$ and $B(n, \theta)=A(n)+3(3 b-10)<9 b-30$.
- If $\tau(n)-\mu_{\max }(a, b) \leq 0$, then $3 s_{2}=\max (0, B(n, \theta)) \leq 9 b-30 \leq 6 n-21$.
- If $\tau(n)-\mu_{\max }(a, b) \geq 1$, then set $C(n, \theta)=B(n, \theta)+3 \tau(n)-3 \mu_{\max }(a, b)$. Note that $\mu_{\max }(a, b) \geq a+b-3$ and from Inequalities $(6), a \geq \frac{n}{2}+3, b \leq \frac{2 n}{3}+1$. If $A(n)+3 \tau(n)<0$ then $C(n, \theta) \leq 9 b-30-3 \mu_{\max }(a, b) \leq 6 b-21 \leq 4 n$. If $A(n)+3\left(\left[\frac{n}{6}\right]+t_{2}+2 c\right)<0$ then

$$
C(n, \theta) \leq-3\left(\left[\frac{n}{6}\right]+t_{2}+2 c\right)+9 b-30+3 \tau(n)-3 \mu_{\max }(a, b) \leq 6 n
$$

Thus, $3 s_{2}=\max (0, C(n, \theta)) \leq 6 n$.

- If $\theta=0$, then $B(n, \theta)=A(n) \leq 6 n$ and $\theta_{1}<3$.
- If $\tau(n)-\mu_{\max }(a, b) \leq 0$, then $3 s_{2}=\max (0, B(n, \theta)) \leq 6 n$.
- Now, we suppose that $\tau(n)-\mu_{\max }(a, b) \geq 1$. Since $\theta_{1}<3$, one has

$$
3 \tau(n)+A(n)<3(3 b-10) \text { or } 3\left(\left[\frac{n}{6}\right]+t_{2}+2 c\right)+A(n)<3(3 b-13)
$$

Therefore $\left(C(n, \theta) \leq 9 b-30-3 \mu_{\max }(a, b) \leq 6 b-21 \leq 4 n\right)$
or $\left(C(n, \theta) \leq-3\left(\left[\frac{n}{6}\right]+t_{2}+2 c\right)+3\left(\tau(n)-\mu_{\max }(a, b)\right)+9 b-39 \leq 6 n\right)$. So, $3 s_{2}=\max (0, C(n, \theta)) \leq 6 n$.

Lemma 5.4. Let $a, b, c, t_{1}, t_{2}$ be the integers defined in Proposition 5.2 and put $f=2 a-b=i+3 \ell, h=b-a, 1 \leq i \leq 3$. Then for $n \geq 347$, one has:

$$
2 n \leq M_{\max }(f, h) \text { and } \frac{n^{2}}{12}-\frac{n}{4}+9 \leq V_{\max }(f, h)
$$

Proof. We get from Inequalities (6): $f \geq \frac{n}{3}-1$ and $h \geq \frac{n}{6}-6$. Thus $f, h \geq 2$ if $n \geq 48$ and

$$
\begin{aligned}
& M_{\max }(f, h)=2 f-i-6+h^{2}+h \geq \frac{n^{2}}{36}-\frac{7 n}{6}+19 \geq 2 n \text { if } n \geq 108 \\
& V_{\max }(f, h)=i-1+(f+i-4)(\ell-1)+(f-2) h \\
& \quad \geq \frac{5 n^{2}}{54}-\frac{7 n}{2}+\frac{74}{3} \geq \frac{n^{2}}{12}-\frac{n}{4}+9 \text { if } n \geq 347
\end{aligned}
$$

Proposition 5.5. If $n \geq 25$ and $n \notin \Lambda$, then the integers defined in Proposition 5.2 satisfy Equation ( $E_{1}$ ) and Conditions ( $\star \star$ ).

Proof. According to (the proof of) Proposition 5.2, it remains to prove, for such $n$, the existence of integers $s_{1}, s_{2}, t_{1}, t_{2}, c, \ldots$ satisfying:

$$
\begin{aligned}
& 5 \leq a=f+h \leq b=f+2 h<2 a, s_{1} \leq V_{\max }(f, h), s_{2} \leq M_{\max }(f, h) \\
& \text { where } s_{1}+2 s_{2}+t_{1}+t_{2}+c=\lambda(n), t_{1} \geq t_{2}, a=n-c-t_{1}, b=n-c-t_{2}
\end{aligned}
$$

From Inequalities (6) and from Lemmas 5.3 and 5.4, one has for $n \geq 347$ :

$$
\begin{aligned}
& \theta \in\{-3,0\}, \frac{n}{6}-4<t_{1} \leq \frac{n}{6}, h=b-a>\frac{n}{6}-6 \geq 2,5 \leq \frac{n}{2} \leq a<\frac{n}{2}+5 \\
& 2 \leq \frac{n}{3}-1=2\left(\frac{n}{2}\right)-\left(\frac{2 n}{3}+1\right)<f=2 a-b \leq \frac{n}{3}+12, \quad s_{2} \leq 2 n \leq M_{\max }(f, h) \\
& s_{1} \leq \lambda_{\max }-\left(\frac{n}{6}-7\right)-0-\left(\frac{n}{3}-1\right) \leq \frac{n^{2}}{12}-\frac{n}{4}+9 \leq V_{\max }(f, h)
\end{aligned}
$$

Conditions ( $\star \star$ ) are then satisfied, for any $n \geq 347$. By direct computations in Section 6.2, those conditions hold too, for $25 \leq n \leq 346$, except for $n \in \Lambda$.

### 5.4. Initial cases

We recall that $Y$ denotes the generic union of $r$ skew conics, $Q$ a smooth quadric surface in $\mathbb{P}^{3}$, and $\Omega$ the cotangent bundle over $\mathbb{P}^{3}$. In this section, we prove that:

- the map $r_{Y}(n): H^{0}(\Omega(n)) \rightarrow H^{0}\left(\Omega(n)_{\mid Y}\right)$ has maximal rank if $2 \leq n \leq 4$,
- $H^{\prime}(n-2) \Rightarrow H(n)$ if $(5 \leq n \leq 24$ or $n \in \Lambda)$.
5.4.1. Case $2 \leq n \leq 4$
- $n=2$

We prove that $r_{Y}(2)$ is injective if $r=1$, i.e., $h^{0}\left(\Omega(2) \otimes I_{Y}\right)=0$ if $Y$ is a conic. We exploit a plane $H$ containing $Y$. The dègue: $h^{0}(\Omega(1))=0$, is satisfied. We obtain also the dîme: $h^{0}\left(\Omega(2)_{\mid H} \otimes I_{Y}\right)=0$, since $h^{0}\left(\Omega(2)_{\mid H} \otimes I_{Y}\right)=$ $h^{0}\left(\Omega(2)_{\mid H} \otimes \mathcal{O}_{H}(-2)\right)=h^{0}\left(\Omega_{\mid H}\right)=h^{0}\left(\Omega_{H} \oplus \mathcal{O}_{H}(-1)\right)=0$. It follows that $r_{Y}(2)$ is injective for any $r \geq 1$.

- $n=3$

We prove that $r_{Y}(3)$ is injective if $r=2$ and it is surjective if $r=1$.
Injectivity of $r_{Y}(3): H^{0}\left(\Omega(3) \otimes I_{Y}\right)=0$ if $Y$ is a union of two skew conics. By Lemma 4.1, $Y$ specializes to a union of two (non-disjoint) conics in $Q$ with the infinitesimal neighborhood (in $\mathbb{P}^{3}$ ) of their two intersection points. One exploits $Q$. The residual scheme $Y^{\prime \prime}$ is exactly two points. Hence, we get the dègue: $H^{0}\left(\left(\Omega(1) \otimes I_{Y^{\prime \prime}}\right)=0\right.$. The trace $Y^{\prime}$ is a union of two conics (a curve of type $(2,2)$ in $Q)$. So, the dîme: $H^{0}\left(\Omega(3)_{\mid Q} \otimes I_{Y^{\prime}}\right)=0$ is also satisfied because: $h^{0}\left(\Omega(3)_{\mid Q} \otimes I_{Y^{\prime}}\right)=h^{0}(\bar{\Omega}(1))=0$.

Surjectivity of $r_{Y}(3): H^{1}\left(\Omega(3) \otimes I_{Y}\right)=0$ if $Y$ is a conic. We may suppose that $Y \subset Q$ and we exploit $Q$. We obviously get the dègue: $H^{1}(\Omega(1))=0$. Now, to prove the dîme: $H^{1}\left(\Omega(3)_{\mid Q} \otimes I_{Y}\right)=0$, we remark that the trace $(Y$ itself) is a curve of type $(1,1)$ on $Q$. Thus, $h^{1}\left(\Omega(3)_{\mid Q} \otimes I_{Y}\right)=h^{1}(\bar{\Omega}(2))=0$.

- $n=4$

We prove that $r_{Y}(4)$ is injective (resp. surjective) if $r=3$ (resp. $r=2$ ).
Injectivity of $r_{Y}(4): H^{0}\left(\Omega(4) \otimes I_{Y}\right)=0$ if $Y$ is a union of 3 skew conics. $Y$ specializes to a union of 2 (non disjoint) conics of $Q$, with the infinitesimal neighborhood (in $\mathbb{P}^{3}$ ) of their two intersection points, and one conic not contained in $Q$. One exploits $Q$. The residual scheme is a union of one conic and two points. Therefore, the dègue: $H^{0}\left(\Omega(2) \otimes I_{Y^{\prime \prime}}\right)=0$ is verified (see case $n=2$ ). The trace $Y^{\prime}$ consists of two conics and four points. The dîme: $H^{0}\left(\Omega(4)_{\mid Q} \otimes I_{Y^{\prime}}\right)=0$ is then equivalent to: $H^{0}\left(\bar{\Omega}(2) \otimes I_{Z}\right)=0$, where $Z$ is the union of those 4 points. In order to prove: $H^{0}\left(\bar{\Omega}(2) \otimes I_{Z}\right)=0$, we exploit a conic $C$ in $Q$, containing these 4 points: the dègue is trivial. We get the dîme since: $h^{0}\left(\bar{\Omega}(2)_{\mid C} \otimes I_{Z}\right)=h^{0}\left(\left(2 \mathcal{O}_{\mathbb{P}^{1}}(1) \oplus \mathcal{O}_{\mathbb{P}^{1}}(2)\right) \otimes I_{Z}\right)=h^{0}\left(2 \mathcal{O}_{\mathbb{P}^{1}}(-3) \oplus \mathcal{O}_{\mathbb{P}^{1}}(-2)\right)=0$.

Surjectivity of $r_{Y}(4): H^{1}\left(\Omega(4) \otimes I_{Y}\right)=0$ if $Y$ is a union of 2 skew conics. One exploits a plane $H$ containing one of the 2 conics. The residual schema $Y^{\prime \prime}$ is a conic and the dègue: $H^{1}\left(\Omega(3) \otimes I_{Y^{\prime \prime}}\right)=0$ is satisfied (see case $n=3$ ). The trace $Y^{\prime}$ is a union of one conic and 2 points. The dîme is equivalent to: $H^{1}\left(\Omega(2)_{\mid H} \otimes I_{Z^{\prime}}\right)=0$, where $Z^{\prime}$ consists of 2 points (of $Y^{\prime}$ ). To prove the last equality, one exploits a line passing through those 2 points. The dîme and dègue are trivial.

| $n$ | $\lambda$ | $\tau$ | $2 \delta+\epsilon$ | $c$ | $s_{1}$ | $s_{2}$ | $t_{1}$ | $t_{2}$ | $\tau^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |
| 5 | 3 | 3 | 0 | 2 | 0 | 0 | 1 | 0 | 0 |
| 6 | 4 | 5 | 1 | 4 | 0 | 0 | 0 | 0 | 3 |
| 7 | 5 | 10 | 1 | 2 | 1 | 1 | 0 | 0 | 2 |
| 8 | 7 | 4 | 2 | 3 | 1 | 1 | 1 | 0 | 2 |
| 9 | 8 | 16 | 0 | 8 | 0 | 0 | 0 | 0 | 16 |
| 10 | 10 | 14 | 2 | 2 | 2 | 1 | 3 | 1 | 5 |
| 11 | 12 | 16 | 0 | 4 | 4 | 2 | 0 | 0 | 6 |
| 12 | 14 | 21 | 0 | 2 | 4 | 1 | 4 | 2 | 9 |
| 13 | 17 | 6 | 1 | 5 | 4 | 4 | 0 | 0 | 0 |
| 14 | 19 | 19 | 2 | 5 | 8 | 3 | 0 | 0 | 4 |
| 15 | 22 | 11 | 1 | 4 | 6 | 3 | 4 | 2 | 11 |
| 16 | 25 | 6 | 2 | 5 | 10 | 3 | 2 | 2 | 3 |
| 17 | 28 | 6 | 2 | 4 | 1 | 9 | 5 | 0 | 0 |
| 18 | 31 | 12 | 1 | 7 | 14 | 5 | 0 | 0 | 0 |
| 19 | 34 | 24 | 2 | 7 | 15 | 6 | 0 | 0 | 3 |
| 20 | 38 | 6 | 1 | 7 | 27 | 0 | 2 | 2 | 5 |
| 21 | 41 | 33 | 0 | 8 | 25 | 4 | 0 | 0 | 9 |
| 22 | 45 | 27 | 0 | 7 | 30 | 2 | 2 | 2 | 9 |
| 23 | 49 | 27 | 2 | 8 | 34 | 2 | 2 | 1 | 12 |
| 24 | 53 | 36 | 0 | 9 | 41 | 1 | 1 | 0 | 10 |
|  |  |  |  |  |  |  |  |  |  |


| $n$ | $c$ | $s_{1}$ | $s_{2}$ | $t_{1}$ | $t_{2}$ | $\tau^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 26 | 8 | 49 | 0 | 3 | 2 | 1 |
| 27 | 9 | 49 | 2 | 3 | 2 | 2 |
| 30 | 11 | 61 | 3 | 2 | 2 | 9 |
| 31 | 7 | 44 | 13 | 9 | 1 | 2 |
| 33 | 12 | 80 | 1 | 2 | 2 | 27 |
| 34 | 14 | 90 | 0 | 0 | 0 | 5 |
| 37 | 9 | 59 | 22 | 10 | 0 | 23 |
| 38 | 16 | 113 | 0 | 0 | 0 | 14 |
| 43 | 18 | 145 | 0 | 1 | 0 | 27 |
| 45 | 18 | 160 | 0 | 1 | 0 | 0 |
| 48 | 20 | 183 | 0 | 0 | 0 | 9 |
| 51 | 21 | 207 | 0 | 0 | 0 | 39 |
| 55 | 23 | 241 | 0 | 1 | 0 | 14 |
| 72 | 27 | 415 | 0 | 7 | 0 | 1 |
|  |  |  |  |  |  |  |

5.4.2. Proof of $H^{\prime}(n-2) \Rightarrow H(n), 5 \leq n \leq 24$ or $n \in \Lambda$

We give here some tables of integers involved in $T^{*}(n), T_{s}^{*}(n)$ and in $T^{* *}(n-2)$. For $n \neq 20$, these integers are chosen (by Maple computations) in order to satisfy Equation $\left(E_{1}\right)$ and Conditions $(\star \star)$. For example, the first row of the table means that $T^{\prime *}(3)$ does not contain any t-conic ( $s_{1}=0$ ), any t-bamboo $\left(s_{2}=0\right)$. It consists of $t_{1}+t_{2}=1 \mathrm{t}$-line and $\left(c+t_{1}\right)\left(c+t_{2}\right)-c+\tau^{\prime}=3.2-2+0=4$ t-points on a t-grille of type $\left(p_{1}, q_{1}\right)$, where $p_{1}=c+t_{1}=3, q_{1}=c+t_{2}=2$. Note that, for each $n$, the corresponding 6 -tuple ( $c, s_{1}, s_{2}, t_{1}, t_{2}, \tau^{\prime}$ ) may not be unique.

If $n=20$, then one has $a=b=f=11=i+3 \ell, i=2, \ell=3, s_{2}=0$, $\mu=1$. We cannot apply Proposition 4.12 , since $v=s_{1}=27>19=V_{\max }(f, 0)$.

However, by exploiting alternately 3 times t-rational curves of type $(1,2)$ and $(2,1)$ as in the proof of Proposition 4.12, and by taking $v_{11}=10, v_{21}=8$, $v_{12}=7, v_{22}=2, v_{13}=v_{23}=0$, and $m_{1 k}=m_{2 k}=0$ for any $1 \leq k \leq 3$, we see that the corresponding subscheme $F(a, b)$ is $K_{a, b}$-settled.

## 6. Some Maple Programs

We give here the integers defined in Section 5.1 and in Remark 4.11:

$$
\begin{aligned}
& f(n)=h^{0}\left(L_{n}\right)=h^{0}(\Omega(n)), g(n)=h^{0}\left(L_{n \mid C^{*}}\right)=h^{0}\left(\Omega(n)_{\mid C}\right) \text { with } C \text { a conic, } \\
& \lambda(n), s(n), \tau(n), \Delta(n)=2 \delta(n)+\epsilon(n), \mu_{\max }(a, b), V_{\max }(f, h), M_{\max }(f, h) .
\end{aligned}
$$

```
restart:
f:=proc(n)(n**2-1)*(n+2)/2;end;
g:=proc(n) (6*n-5);end;
lambda:=proc(n) iquo(f(n),g(n));end;
s:=proc(n) irem(f(n),g(n));end;
tau:=proc(n) iquo(s(n),3);end;
Delta:=proc(n) irem(s(n),3);end;
mumax:=proc(a,b) if irem(a+b,3)=0 then a+b-3;else a+b-2;fi;end;
Vmax0:=proc(f) ell:=iquo(f-1,3):ii:=f-3*ell:if f<=3 then 0;
else if f<=6 then ii-1;else ii-1+(ell-1)*(f+ii-4);fi;fi;end;
Vmax:=proc(f,h) ell:=iquo(f-1,3):ii:=f-3*ell:if f+h<=3 then 0;
else if (f=1 and h>= 3) then 0; else VmaxO(f)+(f-2)*h; fi;fi;end;
Mmax0:=proc(f) ell:=iquo(f-1,3):ii:=f-3*ell: if f <= 3 then 0;
else if f<=6 then ii;else 2*f-ii-6;fi;fi;end;
Mmax:=proc(f,h) ell:=iquo(f-1,3):ii:=f-3*ell:if f+h<=3 then 0;
else if (f=1 and h >= 3) then h*(h-1); else Mmax0(f)+h*(h+1);
fi;fi;end;
```


### 6.1. Program 1

The function List $1(n)$ returns the list of $n, \lambda(n), \tau(n), \Delta(n), c, s_{1}, s_{2}, \ldots$ if they satisfy Conditions ( $\star \star$ ) and Equation $\left(E_{1}\right)$ in Section 5.2. It returns "impossible" if they do not. Note also that equal is exactly Equation $\left(E_{1}\right)$.

```
List1:=proc(n) c:=iquo(n,3):t2:=irem(2*n+1+s(n)-iquo(n,6)-2*c,3):
b:=n-c-t2:lamb:=lambda(n):
A:=3*b*(n-c-iquo(n,6))-2*n-1-s(n)-12*lamb+14*c
        +10*iquo(n,6)+10*t2:
```

```
theta1:=min(floor((3*tau(n)+A)/(3*b-10)),
floor((3*(iquo(n,6)+t2+2*c)+A)/(3*b-13))):
theta:=3*floor(theta1/3):
t1:=iquo(n,6)+theta:
a:=n-c-t1:
ef:=2*a-b:hh:=b-a:
iji:=ef-3*iquo(ef-1,3):
MUMAX:=mumax (a,b) :
Bntheta:=A-(3*b-10)*theta:
troissdeux:=max(0,Bntheta,Bntheta+3*(tau(n)-MUMAX)) :
s2:=troissdeux/3:s1:=lamb-2*s2-t1-t2-c:tauprim:=s2-Bntheta/3:
uu:=6*s2+t1+t2:muu:=tau(n)-tauprim:
EQUA1:=3*a*b-a-b-1-(12*s1+9*s2+3*uu+3*muu+Delta(n)):
VEmax:=Vmax(ef,hh):EMmax:=Mmax(ef,hh):
if EQUA1 = 0 and a <= b and b < 2*a and muu >= 0 and s1>=0 and
tauprim <= t1+t2+2*c and muu <= MUMAX and s2<=EMmax and
s1 <= VEmax then [ene=n,lambdaa=lamb,TAU=tau(n),Deltaa=Delta(n),
C=c,es1=s1,es2=s2,te1=t1,te2=t2,Tauprime=tauprim,THeta=theta];
else impossible;fi;end;
```


### 6.2. Program 2

List2 returns the list of integers $n \in\{5, \ldots, 346\}$ for which Equation $\left(E_{1}\right)$ and Conditions ( $\star \star$ ) are not satisfied. We see that it contains only integers $n$ such that $5 \leq n \leq 24$ or $n \in \Lambda$.
ll:=\{\}:for $n$ from 5 to 346 do if evalb(List1( $n$ )=impossible) then ll:=\{op(ll),n\};fi;od:List2=ll;

List2 $=\{5,6,7,8,9,10,12,15,16,17,18,19,20,21,22,23,24$, $26,27,30,31,33,34,37,38,43,45,48,51,55,72\}$
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# On an inequality from Information Theory 

Horst Alzer

Abstract. We prove that the inequalities

$$
\sum_{j=1}^{n} \frac{q_{j}\left(q_{j}-p_{j}\right)^{2}}{q_{j}^{2}+m_{j}^{\alpha} M_{j}^{1-\alpha}} \leq \sum_{j=1}^{n} p_{j} \log \frac{p_{j}}{q_{j}} \leq \sum_{j=1}^{n} \frac{q_{j}\left(q_{j}-p_{j}\right)^{2}}{q_{j}^{2}+m_{j}^{\beta} M_{j}^{1-\beta}} \quad(\alpha, \beta \in \mathbb{R}),
$$

where

$$
m_{j}=\min \left(p_{j}^{2}, q_{j}^{2}\right) \quad \text { and } \quad M_{j}=\max \left(p_{j}^{2}, q_{j}^{2}\right) \quad(j=1, \ldots, n),
$$

hold for all positive real numbers $p_{j}, q_{j}(j=1, \ldots, n ; n \geq 2)$ with $\sum_{j=1}^{n} p_{j}=\sum_{j=1}^{n} q_{j}$ if and only if $\alpha \leq 1 / 3$ and $\beta \geq 2 / 3$. This refines a result of Halliwell and Mercer, who showed that the inequalities are valid with $\alpha=0$ and $\beta=1$.

Keywords: Gibbs' inequality, Kullback-Leibler divergence, information theory, logfunction.
MS Classification 2010: 26D15, 94A15.

## 1. Introduction

If $p_{j}$ and $q_{j}(j=1, \ldots, n)$ are positive real numbers with $\sum_{j=1}^{n} p_{j}=\sum_{j=1}^{n} q_{j}$, then

$$
\begin{equation*}
0 \leq \sum_{j=1}^{n} p_{j} \log \frac{p_{j}}{q_{j}} \tag{1}
\end{equation*}
$$

The sign of equality holds in (1) if and only if $p_{j}=q_{j}(j=1, \ldots, n)$. This inequality is known in the literature as Gibbs' inequality, named after the American scientist Josiah Willard Gibbs (1839-1903). A proof of (1) can be found, for instance, in [5, p. 382].

The expression on the right-hand side of (1) is called the Kullback-Leibler divergence. It is a measure of the difference between the probability distributions $P=\left\{p_{1}, \ldots, p_{n}\right\}$ and $Q=\left\{q_{1}, \ldots, q_{n}\right\}$. Gibbs' inequality has many applications in information theory and also in mathematical statistics. It attracted
the attention of numerous researchers, who discovered remarkable extensions, improvements and related results. For details we refer to $[1,2,4]$ and the references therein.

The work on this note has been inspired by an interesting paper published by Halliwell and Mercer [3] in 2004. They presented the following elegant refinement and converse of (1).

Proposition 1.1. Let $p_{j}, q_{j}(j=1, \ldots, n)$ be positive real numbers satisfying $\sum_{j=1}^{n} p_{j}=\sum_{j=1}^{n} q_{j}$. Then,

$$
\begin{equation*}
\sum_{j=1}^{n} \frac{q_{j}\left(q_{j}-p_{j}\right)^{2}}{q_{j}^{2}+M_{j}} \leq \sum_{j=1}^{n} p_{j} \log \frac{p_{j}}{q_{j}} \leq \sum_{j=1}^{n} \frac{q_{j}\left(q_{j}-p_{j}\right)^{2}}{q_{j}^{2}+m_{j}} \tag{2}
\end{equation*}
$$

where

$$
m_{j}=\min \left(p_{j}^{2}, q_{j}^{2}\right) \quad \text { and } \quad M_{j}=\max \left(p_{j}^{2}, q_{j}^{2}\right) \quad(j=1, \ldots, n)
$$

Double-inequality (2) can be written as

$$
\begin{equation*}
\sum_{j=1}^{n} \frac{q_{j}\left(q_{j}-p_{j}\right)^{2}}{q_{j}^{2}+m_{j}^{\alpha} M_{j}^{1-\alpha}} \leq \sum_{j=1}^{n} p_{j} \log \frac{p_{j}}{q_{j}} \leq \sum_{j=1}^{n} \frac{q_{j}\left(q_{j}-p_{j}\right)^{2}}{q_{j}^{2}+m_{j}^{\beta} M_{j}^{1-\beta}} \tag{3}
\end{equation*}
$$

with $\alpha=0$ and $\beta=1$. With regard to this result it is natural to ask for all real parameters $\alpha$ and $\beta$ such that (3) holds. In the next section, we establish that (3) is valid if and only if $\alpha \leq 1 / 3$ and $\beta \geq 2 / 3$. In particular, setting $\alpha=1 / 3$ and $\beta=2 / 3$ leads to an improvement of both sides of (2).

## 2. Result

We need certain upper and lower bounds for the log-function.
Lemma 2.1. (i) If $0<x \leq 1$, then

$$
\begin{equation*}
x-1-\frac{(x-1)^{2}}{x+x^{1 / 3}} \leq \log x \leq x-1-\frac{(x-1)^{2}}{x+1} \tag{4}
\end{equation*}
$$

with equality if and only if $x=1$.
(ii) If $x>1$, then

$$
\begin{equation*}
x-1-\frac{(x-1)^{2}}{x+1}<\log x<x-1-\frac{(x-1)^{2}}{x+x^{1 / 3}} \tag{5}
\end{equation*}
$$

Proof. Let

$$
f(x)=\log x-x+1+\frac{(x-1)^{2}}{x+1} \quad \text { and } \quad g(x)=-\log x+x-1-\frac{(x-1)^{2}}{x+x^{1 / 3}}
$$

Then,

$$
f^{\prime}(x)=\frac{(x-1)^{2}}{x(x+1)^{2}} \quad \text { and } \quad g^{\prime}(x)=\frac{(t-1)^{4}\left(t^{2}+t+1\right)}{3 t^{4}\left(t^{2}+1\right)^{2}} \quad\left(t=x^{1 / 3}\right)
$$

It follows that $f$ and $g$ are strictly increasing on $(0, \infty)$. Since $f(1)=g(1)=0$, we conclude that (4) and (5) are valid.

We are now in a position to prove the following refinement of (2).
Theorem 2.2. Let $\alpha, \beta \in \mathbb{R}$. The inequalities (3) hold for all positive real numbers $p_{j}, q_{j}(j=1, \ldots, n ; n \geq 2)$ with $\sum_{j=1}^{n} p_{j}=\sum_{j=1}^{n} q_{j}$ if and only if $\alpha \leq 1 / 3$ and $\beta \geq 2 / 3$.
Proof. First, we show that if $\alpha \leq 1 / 3$ and $\beta \geq 2 / 3$, then (3) is valid for all $p_{j}, q_{j}>0(j=1, \ldots, n)$ with $\sum_{j=1}^{n} p_{j}=\sum_{j=1}^{n} q_{j}$. Since the sums on the lefthand side and on the right-hand side of (3) are increasing with respect to $\alpha$ and $\beta$, respectively, it suffices to prove (3) for $\alpha=1 / 3$ and $\beta=2 / 3$.

First, let $q_{j} \leq p_{j}$. Applying (4) gives

$$
\frac{q_{j}}{p_{j}}-1-\frac{\left(q_{j} / p_{j}-1\right)^{2}}{q_{j} / p_{j}+\left(q_{j} / p_{j}\right)^{1 / 3}} \leq \log \frac{q_{j}}{p_{j}} \leq \frac{q_{j}}{p_{j}}-1-\frac{\left(q_{j} / p_{j}-1\right)^{2}}{q_{j} / p_{j}+1}
$$

We multiply by $p_{j}$ and sum up. This yields

$$
\begin{align*}
\sum_{q_{j} \leq p_{j}} q_{j} & -\sum_{q_{j} \leq p_{j}} p_{j}-\sum_{q_{j} \leq p_{j}} \frac{q_{j}\left(q_{j}-p_{j}\right)^{2}}{q_{j}^{2}+m_{j}^{2 / 3} M_{j}^{1 / 3}} \\
& =\sum_{q_{j} \leq p_{j}} q_{j}-\sum_{q_{j} \leq p_{j}} p_{j}-\sum_{q_{j} \leq p_{j}} \frac{p_{j}\left(q_{j} / p_{j}-1\right)^{2}}{q_{j} / p_{j}+\left(q_{j} / p_{j}\right)^{1 / 3}} \\
& \leq \sum_{q_{j} \leq p_{j}} p_{j} \log \frac{q_{j}}{p_{j}}  \tag{6}\\
& \leq \sum_{q_{j} \leq p_{j}} q_{j}-\sum_{q_{j} \leq p_{j}} p_{j}-\sum_{q_{j} \leq p_{j}} \frac{p_{j}\left(q_{j} / p_{j}-1\right)^{2}}{q_{j} / p_{j}+1} \\
& \leq \sum_{q_{j} \leq p_{j}} q_{j}-\sum_{q_{j} \leq p_{j}} p_{j}-\sum_{q_{j} \leq p_{j}} \frac{q_{j}\left(q_{j}-p_{j}\right)^{2}}{q_{j}^{2}+m_{j}^{1 / 3} M_{j}^{2 / 3}}
\end{align*}
$$

Next, let $q_{j}>p_{j}$. Using (5) leads to

$$
\frac{q_{j}}{p_{j}}-1-\frac{\left(q_{j} / p_{j}-1\right)^{2}}{q_{j} / p_{j}+1}<\log \frac{q_{j}}{p_{j}}<\frac{q_{j}}{p_{j}}-1-\frac{\left(q_{j} / p_{j}-1\right)^{2}}{q_{j} / p_{j}+\left(q_{j} / p_{j}\right)^{1 / 3}}
$$

Again we multiply by $p_{j}$ and sum up. Then we obtain

$$
\begin{align*}
\sum_{q_{j}>p_{j}} q_{j} & -\sum_{q_{j}>p_{j}} p_{j}-\sum_{q_{j}>p_{j}} \frac{q_{j}\left(q_{j}-p_{j}\right)^{2}}{q_{j}^{2}+m_{j}^{2 / 3} M_{j}^{1 / 3}} \\
& <\sum_{q_{j}>p_{j}} q_{j}-\sum_{q_{j}>p_{j}} p_{j}-\sum_{q_{j}>p_{j}} \frac{p_{j}\left(q_{j} / p_{j}-1\right)^{2}}{q_{j} / p_{j}+1} \\
& <\sum_{q_{j}>p_{j}} p_{j} \log \frac{q_{j}}{p_{j}}  \tag{7}\\
& <\sum_{q_{j}>p_{j}} q_{j}-\sum_{q_{j}>p_{j}} p_{j}-\sum_{q_{j}>p_{j}} \frac{p_{j}\left(q_{j} / p_{j}-1\right)^{2}}{q_{j} / p_{j}+\left(q_{j} / p_{j}\right)^{1 / 3}} \\
& =\sum_{q_{j}>p_{j}} q_{j}-\sum_{q_{j}>p_{j}} p_{j}-\sum_{q_{j}>p_{j}} \frac{q_{j}\left(q_{j}-p_{j}\right)^{2}}{q_{j}^{2}+m_{j}^{1 / 3} M_{j}^{2 / 3}} .
\end{align*}
$$

Combining (6) and (7) gives

$$
\begin{align*}
\sum_{j=1}^{n} q_{j} & -\sum_{j=1}^{n} p_{j}-\sum_{j=1}^{n} \frac{q_{j}\left(q_{j}-p_{j}\right)^{2}}{q_{j}^{2}+m_{j}^{2 / 3} M_{j}^{1 / 3}}  \tag{8}\\
& \leq \sum_{j=1}^{n} p_{j} \log \frac{q_{j}}{p_{j}} \leq \sum_{j=1}^{n} q_{j}-\sum_{j=1}^{n} p_{j}-\sum_{j=1}^{n} \frac{q_{j}\left(q_{j}-p_{j}\right)^{2}}{q_{j}^{2}+m_{j}^{1 / 3} M_{j}^{2 / 3}}
\end{align*}
$$

Since $\sum_{j=1}^{n} p_{j}=\sum_{j=1}^{n} q_{j}$, we conclude from (8) that (3) is valid with $\alpha=1 / 3$ and $\beta=2 / 3$.

It remains to prove that if (3) holds for all $p_{j}, q_{j}>0(j=1, \ldots, n)$ with $\sum_{j=1}^{n} p_{j}=\sum_{j=1}^{n} q_{j}$, then $\alpha \leq 1 / 3$ and $\beta \geq 2 / 3$.

Let $s, t \in \mathbb{R}$ with $1<t<s+1$. We set

$$
p_{1}=\frac{s}{t}, \quad p_{2}=\frac{1}{t}, \quad q_{1}=\frac{s+1}{t}-1, \quad q_{2}=1, \quad p_{j}=q_{j} \quad(j=3, \ldots, n) .
$$

Then we have

$$
\sum_{j=1}^{n} p_{j}=\sum_{j=1}^{n} q_{j}, \quad m_{1}=q_{1}^{2}, \quad M_{1}=p_{1}^{2}, \quad m_{2}=p_{2}^{2}, \quad M_{2}=q_{2}^{2} .
$$

A short calculation reveals that (3) is equivalent to

$$
F_{\alpha}(s, t) \leq s \log \frac{s}{s+1-t}-\log t \leq F_{\beta}(s, t)
$$

where

$$
F_{c}(s, t)=\frac{(t-1)^{2}}{s+1-t+s^{2(1-c)}(s+1-t)^{2 c-1}}+\frac{(t-1)^{2}}{t+t^{1-2 c}} .
$$

We define

$$
G_{c}(s, t)=s \log \frac{s}{s+1-t}-\log t-F_{c}(s, t)
$$

Then,

$$
G_{c}(s, 1)=\left.\frac{\partial}{\partial t} G_{c}(s, t)\right|_{t=1}=\left.\frac{\partial^{2}}{\partial t^{2}} G_{c}(s, t)\right|_{t=1}=0
$$

and

$$
\left.\frac{s^{2}}{3\left(s^{2}+1\right)} \frac{\partial^{3}}{\partial t^{3}} G_{c}(s, t)\right|_{t=1}=\frac{s^{2}+2}{3\left(s^{2}+1\right)}-c
$$

Since

$$
\lim _{s \rightarrow 0} \frac{s^{2}+2}{3\left(s^{2}+1\right)}=\frac{2}{3} \quad \text { and } \quad \lim _{s \rightarrow \infty} \frac{s^{2}+2}{3\left(s^{2}+1\right)}=\frac{1}{3}
$$

we conclude from $G_{\alpha}(s, t) \geq 0$ that $\alpha \leq 1 / 3$ and from $G_{\beta}(s, t) \leq 0$ that $\beta \geq 2 / 3$.

REMARK 2.3. The proof of the Theorem reveals that if $\alpha \leq 1 / 3$ and $\beta \geq 2 / 3$, then the sign of equality holds in each inequality of (3) if and only if $p_{j}=q_{j}$ $(j=1, \ldots, n)$.
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# On Grothendieck's counterexample to the Generalized Hodge Conjecture 

Dario Portelli<br>Communicated by Emilia Mezzetti


#### Abstract

For a smooth complex projective variety $X$, let $N^{p}$ and $F^{p}$ denote respectively the coniveau filtration on $H^{i}(X, \mathbb{Q})$ and the Hodge filtration on $H^{i}(X, \mathbb{C})$. Hodge proved that $N^{p} H^{i}(X, \mathbb{Q}) \subset F^{p} H^{i}(X, \mathbb{C}) \cap$ $H^{i}(X, \mathbb{Q})$, and conjectured that equality holds. Grothendieck exhibited a threefold $X$ for which the dimensions of $N^{1} H^{3}(X, \mathbb{Q})$ and $F^{1} H^{3}(X, \mathbb{C}) \cap H^{3}(X, \mathbb{Q})$ differ by one. Recently the point of view of Hodge was somewhat refined (Portelli, 2014), and we aimed to use this refinement to revisit Grothendieck's example. We explicitly compute the classes in this second space which are not in $N^{1} H^{3}(X, \mathbb{Q})$. We also get a complete clarification that the representation of the homology customarily used for complex tori does not allow to apply the methods of (Portelli, 2014) to give a different proof of $N^{1} H^{3}(X, \mathbb{Q}) \subsetneq$ $F^{1} H^{3}(X, \mathbb{C}) \cap H^{3}(X, \mathbb{Q})$.


Keywords: Cohomology classes, supports, generalized Hodge conjecture.
MS Classification 2010: 14C30, 14C25.

## 1. Introduction

First of all, let us quickly recall the Generalized Hodge Conjecture.
Let $X$ be a projective $n$-dimensional variety over $\mathbb{C}$, smooth and connected. To understand the algebraic geometry of $X$ it is certainly of great interest the knowledge of the cohomology classes $\xi \in H^{i}(X, \mathbb{Q})$ for which there exists an algebraic subvariety $Y \subset X$ such that the image of $\xi$ in the map $H^{i}(X, \mathbb{Q}) \rightarrow$ $H^{i}(X-Y, \mathbb{Q})$ induced by the inclusion $X-Y \subset X$, is zero. We will say that $\xi$ is supported by $Y$, or that $Y$ is a support for $\xi$.

For any fixed integer $p \geq 0$ we can then consider the subspace of $H^{i}(X, \mathbb{Q})$

$$
N^{p} H^{i}(X, \mathbb{Q}):=\sum_{\substack{Y \subset X \\ \text { Zariskicic closed } \\ \text { codim } Y \geq p}} \operatorname{Ker}\left(H^{i}(X, \mathbb{Q}) \rightarrow H^{i}(X-Y, \mathbb{Q})\right) .
$$

When $p$ varies the $N^{p} H^{i}(X, \mathbb{Q})$ form a decreasing filtration of $H^{i}(X, \mathbb{Q})$, the so called coniveau filtration. Working with homology instead of cohomology, this filtration was introduced by Hodge ([3, p. 213]). He always deal with single classes instead of spaces ${ }^{1}$.

In particular, Hodge gave the following necessary condition for a class $\xi \in$ $H^{i}(X, \mathbb{Q})$ to be supported by an algebraic subvariety $Y \subset X$, of codimension $\geq p$ (for details and the proof, see $\S 2$, Proposition 2.1). Assume that a singular $(2 n-i)$-cycle $\Gamma$ is homologous to a $(2 n-i)$-cycle, contained into a subvariety $Y$ as above. Let $\alpha$ be any closed $(2 n-i)$-form on $X$, which contains in any of its local expressions at least $n-p+1 d z$ 's. Then $\int_{\Gamma} \alpha=0$ (under suitable smoothness conditions on $\Gamma$ ). The translation between homology and cohomology is made by means of the Poincaré Duality, and it is implicit in the above statement that $[\Gamma]$ and $\xi$ are Poincaré duals each other.

As we will see, in modern terms this amounts to say that $N^{p} H^{i}(X, \mathbb{Q})$ is contained into $F^{p} H^{i}(X, \mathbb{C})$, where $F^{p} H^{i}(X, \mathbb{C})=\oplus_{a \geq p} H^{a, i-a}(X)$ is a space of the Hodge filtration on $H^{i}(X, \mathbb{C})$. Therefore we can conclude

$$
\begin{equation*}
N^{p} H^{i}(X, \mathbb{Q}) \subset F^{p} H^{i}(X, \mathbb{C}) \cap H^{i}(X, \mathbb{Q}) \tag{1}
\end{equation*}
$$

After this, Hodge raised a "problem" ([3, p. 214]; see also [4], where these contents of [3] have been presented to a large audience) of whether the above inclusion is, actually, an equality. Over the years this problem has become known as the Generalized Hodge Conjecture (from now on GHC, for short ). If $i=2 p$ in (1), then the conjectured equality is the ordinary Hodge Conjecture.

Twenty eight years after [3], Grothendieck exhibited in [2] a particular abelian threefold $X$ for which (1) is a strict inclusion, thus answering Hodge's question in the negative.

However, Grothendieck also showed that it is possible to correct the GHC simply by asking whether $N^{p} H^{i}(X, \mathbb{Q})$ (instead of being equal to $F^{p} H^{i}(X, \mathbb{C}) \cap$ $\left.H^{i}(X, \mathbb{Q})\right)$ is the maximal rational sub-Hodge structure of $H^{i}(X, \mathbb{Q})$ which is contained into $F^{p} H^{i}(X, \mathbb{C})$. Of course, the abelian threefold $X$ satisfies this amended GHC.

Let us remark here that, although Grothendieck also gives a variant of his amended GHC valid for a single class ${ }^{2}$, he puts the major emphasis in a direct comparison between the spaces at the left and right hand sides of (1).

[^3]The ordinary Hodge Conjecture does not require to be corrected.
Finally, to put the present paper in the right perspective we have to spend a few words about the content of [6], where we assumed a point of view which is close to that of Hodge. The starting point of that paper was the remark that, if we assume from the beginning that $\Gamma$ is contained into the subvariety $Y$, then $\int_{\Gamma} \alpha=0$ holds true for any $r$-form $\alpha$ on $X$, not necessarily closed, which contains in its local expressions at least $n-p+1 d z$ 's.

It is not clear to us whether Hodge was aware or not of this fact. On the one hand, he considered (limits of) integrals of a given form on suitably "small" sets, see e.g. [3, pp. 113-115], to express punctual properties of the form. On the other hand, he was looking for a handy criterion to check whether a homology class on $X$ is algebraic or not. And the model for such a criterion was, undoubtely, Lefschetz theorem on (1,1)-classes.

However, starting from the above remark, in [6] we proved that, if $\Gamma$ is a suitable $r$-cycle such that $\int_{\Gamma} \alpha=0$ for every $r$-form containing at least $n-p+1$ $d z$ 's, then $\Gamma$ is contained in an algebraic subvariety $Y$ of $X$, of codimension $\geq p$.

To prove this, the main ingredients in the proof are the following. First of all, our complex projective variety $X$ can be thought as a smooth, compact real algebraic variety, of real dimension $2 n$. It is rather well known that these varieties can be triangulated into simplexes which are real-analytic and semialgebraic. Moreover, it is necessary to use only certain peculiar systems of local holomorphic coordinates, of essentially (complex) algebraic-geometric nature.

All this may give rise to the feeling that, perhaps, it is rather difficult to apply the results of [6] to deal with some concrete case of the GHC.

This paper is a first attempt to make such an application. More precisely, we analized if it is possible to check that the GHC fails for the Grothendieck's example, by an argument exclusively based on homology, in the spirit of [6]. It turns out that the customary representation of the homology classes in the case of complex tori, which we used throughout in the paper, is completely inadequate for this purpose. In a certain sense, this confirms the above feeling.

The content of the paper is as follows.
In the first section we examine in detail the two main steps which lead to the Generalized Hodge Conjecture as amended by Grothendieck, namely Hodge's necessary condition for a cohomology class to belong to $N^{p} H^{i}(X, \mathbb{Q})$ and the translation from homology to cohomology of the whole stuff. Grothendieck's example $X$ is briefly introduced at the end of the section. In the next three sections we undertake a thorough analysis of this example. More precisely, in $\S 2$, the homology and cohomology of $X$ are quickly recalled for the reader convenience, ant to fix notations. In $\S 3$, we determine a basis for the vector
space $H^{2}(X, \mathbb{Q}) \cap H^{1,1}(X)$ over $\mathbb{Q}$. Moreover, for every element of such a basis, we determine a smooth, integral surface in $X$ representing such class. In this way we obtain the surfaces $S_{1}, S_{2}, S_{3}, T_{1}, T_{2}, T_{3}$ of $X$. The contribution of all these surface to $N^{1} H^{3}(X, \mathbb{Q})$ is computed in $\S 4$. In $\S 5$ we compute $F^{1} H^{3}(X, \mathbb{C}) \cap H^{3}(X, \mathbb{Q})$, thus completing the examination of Grothendieck's counterexample to the GHC. In the last section we compare the Poincaré duals of two classes inside $F^{1} H^{3}(X, \mathbb{C}) \cap H^{3}(X, \mathbb{Q})$, only one of which belongs to $N^{1} H^{3}(X, \mathbb{Q})$, while the other does not. The representation of the homology classes used in the paper reveals to be completely inefficient to detect the difference between the two.

## 2. The Generalized Hodge Conjecture, from Hodge to Grothendieck

From now on we will set $r=2 n-i$.

Let us start with Hodge's result, which is the following :
Proposition 2.1. Let $Y \subset X$ be an algebraic subvariety, of codimension $\geq p$. Consider a class $[\Gamma] \in H_{r}(Y, \mathbb{Q})$. We can assume without loss of generality that the singular $r$-cycle $\Gamma$ is a linear combination of $\mathscr{C}^{\infty}$ singular r-simplexes. Let $\alpha$ be any closed $r$-form on $X$ such that every term of the expression of $\alpha$ in any system of local holomorphic coordinates contains at least $n-p+1 d z$ 's. Then

$$
\begin{equation*}
\int_{\Gamma} \alpha=0 \tag{2}
\end{equation*}
$$

Proof. First of all, notice that the image of $[\Gamma]$ in the canonical map $H_{r}(Y, \mathbb{Q}) \rightarrow H_{r}(X, \mathbb{Q})$ induced by the inclusion $Y \subset X$ can be represented by the same cycle $\Gamma$.

Notice moreover that the form which is actually integrated here is the pullback of $\alpha$ to the various singular simplexes of $\Gamma$. An intermediate step in this pull-back procedure is the pull-back of $\alpha$ to $Y_{s m}$. But $\alpha$ contains too many $d z$ 's to be supported by $Y_{s m}$, hence

$$
\alpha_{\left.\right|_{s s m}} \equiv 0
$$

and (2) is proved.
A possible doubt here is that some simplex $S$ of $\Gamma$ can be contained, actually, into the singular locus of $Y$. But the codimension of $\operatorname{Sing}(Y)$ is $\geq p+1$, hence we can use the above argument with $\operatorname{Sing}(Y)$ at the place of $Y$, to conclude that $\int_{S} \alpha=0$.

REMARK 2.2. The argument given above to prove (2) does not use the assumption that $\alpha$ is a closed form. Only the dimension of $Y$ and the type of the form $\alpha$ are relevant.

To deal with the Generalized Hodge Conjecture, Grothendieck had the idea to translate everything from homology to cohomology. The device for this is the Poincaré duality isomorphism (recall that $i=2 n-r$ )

$$
P D: H_{r}(X, \mathbb{C}) \rightarrow H^{i}(X, \mathbb{C})
$$

which works as follows. Fix $[\Gamma] \in H_{r}(X, \mathbb{C})$, and let $j: \Gamma \rightarrow X$ denote the inclusion (cum grano salis, because $\Gamma$ is a cycle ). Then we have a well defined $\mathbb{C}$-linear map

$$
\lambda_{[\Gamma]}: H^{r}(X, \mathbb{C}) \rightarrow \mathbb{C} \quad \text { given by } \quad[\omega] \mapsto \int_{\Gamma} j^{*} \omega
$$

Therefore, thanks to the canonical perfect pairing

$$
\begin{equation*}
\Psi: H^{r}(X, \mathbb{C}) \times H^{i}(X, \mathbb{C}) \rightarrow \mathbb{C}, \quad\left([\omega],\left[\omega^{\prime}\right]\right) \mapsto \int_{X} \omega \wedge \omega^{\prime} \tag{3}
\end{equation*}
$$

there is one and only one $[\xi] \in H^{i}(X, \mathbb{C})$ such that $\lambda_{[\Gamma]}=\Psi(-,[\xi])$. In more down-to-earth terms

$$
\begin{equation*}
\int_{\Gamma} j^{*} \omega=\int_{X} \omega \wedge \xi \tag{4}
\end{equation*}
$$

for any closed $r$-form $\omega$.
The class $[\xi] \in H^{i}(X, \mathbb{C})$ is called the Poincaré dual of $[\Gamma] \in H_{r}(X, \mathbb{Q})$.
The attentive reader had certainly noticed that, to introduce Poincaré duality as above, one represents cohomology classes à la de Rham, i.e. by mean of closed forms. This forces us to use cohomology with complex coefficients. How to deal with rational cohomology classes in this set-up?

Recall that, if $\eta$ is a closed differential $s$-form on $X$, then a period of $\eta$ is any complex number of the form

$$
\int_{\Gamma} \eta
$$

where $\Gamma$ is a $s$-cycle with integral coefficients. Then, $\eta$ represents a class in $H^{s}(X, \mathbb{Q})\left(\subset H^{s}(X, \mathbb{C})\right)$ if and only if all its periods are in $\mathbb{Q}([8, \mathrm{pp} .34-35])$.

With these last preparations, we have at hand everything we need to translate in cohomological terms Hodge's necessary condition.

Given a proper map $f: Z \rightarrow X$, where $Z$ is a smooth complex projective variety, equidimensional of dimension $t \leq n-p$, Poincaré duality allows us to define the Gysin map $f_{*}: H^{2 t-r}(Z, \mathbb{Q}) \rightarrow H^{i}(X, \mathbb{Q})$ as the composition

$$
H^{2 t-r}(Z, \mathbb{Q}) \xrightarrow{P D} H_{r}(Z, \mathbb{Q}) \xrightarrow{f_{*}=\text { can. }} H_{r}(X, \mathbb{Q}) \xrightarrow{P D} H^{i}(X, \mathbb{Q})
$$

For this Gysin map we have the exact sequence ([1, Coroll. (8.2.8)] )

$$
H^{2 t-r}(Z, \mathbb{Q}) \xrightarrow{f_{*}} H^{i}(X, \mathbb{Q}) \longrightarrow H^{i}(X-f(Z), \mathbb{Q})
$$

Let us remark that $Y:=f(Z)$ is Zariski closed inside $X$ because $f$ is proper. Moreover, the map $f$ can be thought of as the composition of a resolution of the singularities $Z \rightarrow f(Z)$ of $f(Z)=: Y$ with the inclusion $Y \subset X$. All this shows that the coniveau filtration on $H^{i}(X, \mathbb{Q})$ is also given by

$$
N^{p} H^{i}(X, \mathbb{Q})=\sum_{f \text { as above }} \operatorname{Im}\left(f_{*}\right)
$$

Finally, a simple weight argument shows that (for more details the reader is referred to [6])

$$
\begin{equation*}
\operatorname{Im}\left(f_{*}: H^{2 t-r}(Z, \mathbb{Q}) \rightarrow H^{i}(X, \mathbb{Q})\right)=P D\left(\operatorname{Im}\left(H_{r}(Y, \mathbb{Q}) \rightarrow H_{r}(X, \mathbb{Q})\right)\right) \tag{5}
\end{equation*}
$$

Of course, Hodge's was concerned to characterize the classes in $H_{r}(X, \mathbb{Q})$ which were in the image of some map $H_{r}(Y, \mathbb{Q}) \rightarrow H_{r}(X, \mathbb{Q})$.

The assumption on $\alpha$ in the statement of Proposition 2.1 can be simply rephrased saying that $[\alpha] \in F^{n-p+1} H^{r}(X, \mathbb{C})$. The relation (2) then becomes, thanks to (4),

$$
\int_{X} \alpha \wedge \xi=0
$$

for every $[\alpha] \in F^{n-p+1} H^{r}(X, \mathbb{C})$, i.e.

$$
P D([\Gamma])=[\xi] \in\left(F^{n-p+1} H^{r}(X, \mathbb{C})\right)^{\perp}
$$

where the orthogonal subspace is taken with respect to the canonical perfect pairing (3). But it is easily computed that

$$
\begin{equation*}
\left(F^{n-p+1} H^{r}(X, \mathbb{C})\right)^{\perp}=F^{p} H^{i}(X, \mathbb{C}) \tag{6}
\end{equation*}
$$

In fact, if $[\omega] \in H^{a, i-a}(X)$ with $a \geq p$, then $n-p+1+a>n$ and therefore we have trivially $[\omega] \wedge F^{n-p+1} H^{r}(X, \mathbb{C})=0$. On the other hand, if $[\omega] \in$
$H^{a, i-a}(X)$ with $a<p$, then $* \overline{[\omega]} \in F^{n-p+1} H^{r}(X, \mathbb{C})$ and it is well known that

$$
\int_{X}[\omega] \wedge * \overline{[\omega]}>0
$$

Therefore the complete translation into cohomology of Proposition 2.1 amounts to the inclusion (1).

An advantage of the coomological translation is that the Gysin maps $f_{*}$ are maps of rational Hodge structures ([7, 7.3.2] ). Hence, for any proper map $f: Z \rightarrow X$, where $Z$ is a smooth complex projective variety, equidimensional of dimension $t \leq n-p$, we have that $\operatorname{Im}\left(f_{*}\right)$ is a rational sub-Hodge structure of $H^{i}(X, \mathbb{Q})$. Then, by general facts on the category of (pure) rational Hodge structures, the space $N^{p} H^{i}(X, \mathbb{Q})$ is also a rational sub-Hodge structure of $H^{i}(X, \mathbb{Q})$.

But then, from $N^{1} H^{3}(X, \mathbb{Q}) \subset F^{1} H^{3}(X, \mathbb{C})$ it follows that the Hodge decomposition of $N^{1} H^{3}(X, \mathbb{Q}) \otimes_{\mathbb{Q}} \mathbb{C}$ has necessarily the form

$$
N^{1} H^{3}(X, \mathbb{Q}) \otimes_{\mathbb{Q}} \mathbb{C}=U^{1,2} \oplus U^{2,1}
$$

for suitable complex subspaces $U^{1,2}$ and $U^{2,1}$ of $H^{3}(X, \mathbb{C})$. Finally, since we have $\overline{U^{1,2}}=U^{2,1}$, we conclude that the dimension of $N^{1} H^{3}(X, \mathbb{Q})$ is even.

On the other hand, in Grothendieck's example the right hand side of (1) is odd-dimensional. The example is constructed as follows.

Let $E$ be an elliptic curve over the field of complex numbers. The projective manifolds we are interested in are the abelian threefolds

$$
X:=E \times E \times E=E^{3}
$$

More precisely, $X$ can be defined as follows. Let $e_{1}, e_{2}, e_{3}$ denote the standard basis of $\mathbb{C}^{3}$, and let $z_{1}, z_{2}, z_{3}$ denote the corresponding complex coordinates. Fix a complex number $\tau=u+i v$, where $u, v \in \mathbb{R}$, with $v>0$. Then $e_{1}, e_{2}, e_{3}, \tau e_{1}, \tau e_{2}, \tau e_{3}$ is an (ordered) basis of a lattice $\Lambda \simeq \mathbb{Z}^{6}$ contained into $\mathbb{C}^{3}$, and we set

$$
X:=\mathbb{C}^{3} / \Lambda
$$

So everything depends on the choice of $\tau$. To avoid some minor difficulties, we will assume from now on that $[\mathbb{Q}(\tau): \mathbb{Q}] \geq 3$. Of course, we do not exclude that $\tau$ may be a transcendental number, but if $\tau$ is algebraic, then its degree is not 2 .

## 3. The topology of $X$

The homology and cohomology of complex tori is a completely standard topic. Hence this section is just for the reader convenience, and to fix the notations.

We will denote by $u_{1}, u_{2}, u_{3}, u_{4}, u_{5}, u_{6}$ the real coordinates in $\mathbb{C}^{3}$ with respect to the basis of $\Lambda$ fixed above, namely

$$
\begin{equation*}
z_{h}=u_{h}+\tau u_{h+3}, \quad h=1,2,3 \tag{7}
\end{equation*}
$$

Concerning the topology of $X$, let us consider integral homology first.
Let $I=[0,1] \subset \mathbb{R}$, and define maps $\gamma_{i}: I \rightarrow \mathbb{C}^{3}$ by setting

$$
\gamma_{i}(t)=t e_{i} \quad \text { for } \quad i=1,2,3 \quad \text { and } \quad \gamma_{i}(t)=t \tau e_{i-3} \quad \text { for } \quad i=4,5,6
$$

If we compose these $\gamma_{i}$ with the canonical map $\pi: \mathbb{C}^{3} \rightarrow X$ we get six singular 1-cycles of $X$, whose classes are a basis for the free abelian group $H_{1}(X, \mathbb{Z})$. So inside $X$ there are six copies of $S^{1}$, the images of the $\pi \circ \gamma_{i}$; we will denote them by $C_{1}, \ldots, C_{6}$. It is well known that a basis for $H_{r}(X, \mathbb{Z})$ is then given by the classes of all the $r$-cycles

$$
\begin{equation*}
C_{i_{1}} \times C_{i_{2}} \times \ldots \times C_{i_{r}} \quad \text { where } \quad 1 \leq i_{1}<i_{2}<\ldots<i_{r} \leq 6 \tag{8}
\end{equation*}
$$

Now we turn to the cohomology with complex coefficients of $X$.
A basis for $H^{r}(X, \mathbb{C})$ is given by the classes of the closed $r$-forms

$$
\begin{equation*}
d_{H}=d u_{h_{1} h_{2} \ldots h_{r}}=d u_{h_{1}} \wedge d u_{h_{2}} \wedge \ldots \wedge d u_{h_{r}} \tag{9}
\end{equation*}
$$

where $H=\left(h_{1} h_{2} \ldots h_{r}\right)$ is a multi-index, and $1 \leq h_{1}<h_{2}<\ldots<h_{r} \leq 6$. A straightforward computation then shows that

$$
\begin{equation*}
\int_{C_{i_{1}} \times C_{i_{2}} \times \ldots \times C_{i_{r}}} d u_{h_{1}} \wedge d u_{h_{2}} \wedge \ldots \wedge d u_{h_{r}}=\delta_{i_{1}}^{h_{1}} \delta_{i_{2}}^{h_{2}} \ldots \delta_{i_{r}}^{h_{r}} \tag{10}
\end{equation*}
$$

where the $\delta$ 's are Kronecker's. As remarked in the previous section, then the classes of the forms (9) are also a basis for $H^{r}(X, \mathbb{Q})$ over $\mathbb{Q}$.
EXAMPLE 3.1. For future use, let us show how goes the computation (10), at least in a particular case, for $r=3$. Parametrize $C_{2} \times C_{4} \times C_{5}$ by first defining

$$
\varphi:[0,1]^{3} \rightarrow \mathbb{C}^{3} \quad \varphi:\left(t_{1}, t_{2}, t_{3}\right) \mapsto t_{1} e_{2}+t_{2} \tau e_{1}+t_{3} \tau e_{2}
$$

and then composing with the canonical map $\pi: \mathbb{C}^{3} \rightarrow X$. Namely we have

$$
u_{1}=0 \quad u_{2}=t_{1} \quad u_{3}=0 \quad u_{4}=t_{2} \quad u_{5}=t_{3} \quad u_{6}=0
$$

Actually, we can consider $\varphi$ defined in an open neighborhood of $[0,1]^{3}$ inside $\mathbb{R}^{3}$, and therefore

$$
\varphi^{*}\left(d u_{2} \wedge d u_{4} \wedge d u_{5}\right)=d t_{1} \wedge d t_{2} \wedge d t_{3}
$$

which yields the result.

We turn now to the Hodge decomposition of the spaces $H^{r}(X, \mathbb{C})$, and to their relations with $H^{r}(X, \mathbb{Q})$.

For our purposes we have to use also the basis $d z_{1}, \ldots, d \bar{z}_{3}$ of $H^{1}(X, \mathbb{C})$. Because of (7), the simple relations between the $d z_{h}, d \bar{z}_{k}$ and the $d u_{j}$ are

$$
\begin{equation*}
d z_{h}=d u_{h}+\tau d u_{h+3} \quad d \bar{z}_{h}=d u_{h}+\bar{\tau} d u_{h+3} \tag{11}
\end{equation*}
$$

and

$$
\begin{align*}
& d u_{h}=\left(\frac{1}{2}+i \frac{u}{2 v}\right) d z_{h}+\left(\frac{1}{2}-i \frac{u}{2 v}\right) d \bar{z}_{h}  \tag{12}\\
& d u_{h+3}=-\frac{i}{2 v} d z_{h}+\frac{i}{2 v} d \bar{z}_{h}
\end{align*}
$$

for any $h=1,2,3$.
Finally, we can compute the various classes $P D\left(\left[C_{i} \times C_{j} \times C_{k}\right]\right)$ with respect to the basis (9) by means of formula (4). To be precise, assume that $\{i, j, k, l, m, n\}=\{1,2,3,4,5,6\}$, that $1 \leq i<j<k \leq 6$ and that $1 \leq l<m<n \leq 6$. Moreover, denote by $\sigma$ the permutation

$$
\left(\begin{array}{cccccc}
1 & 2 & 3 & 4 & 5 & 6 \\
i & j & k & l & m & n
\end{array}\right)
$$

Then it is easily checked that

$$
\begin{equation*}
P D\left(\left[C_{i} \times C_{j} \times C_{k}\right]\right)=(-1)^{\operatorname{sign}(\sigma)+1} d u_{l m n} \tag{13}
\end{equation*}
$$

## 4. Divisors on $X$

To test Hodge's and Grothendieck's guesses on $X$ we have to produce elements of $N^{1} H^{3}(X, \mathbb{Q})$. This requires a rather detailed knowledge of the surfaces on $X$.

Proposition 4.1. A basis of the $\mathbb{Q}$-module $H^{2}(X, \mathbb{Q}) \cap H^{1,1}(X)$ is given by the classes

$$
\begin{equation*}
\frac{i}{2 v} d z_{h} \wedge d \bar{z}_{h}=d u_{h} \wedge d u_{h+3}, \quad h=1,2,3 \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{i}{2 v}\left(d z_{h} \wedge d \bar{z}_{k}+d z_{k} \wedge d \bar{z}_{h}\right)=d u_{h} \wedge d u_{k+3}+d u_{k} \wedge d u_{h+3}, \quad h=1,2,3 \tag{15}
\end{equation*}
$$

Hence

$$
\operatorname{dim}_{\mathbb{Q}}\left(H^{2}(X, \mathbb{Q}) \cap H^{1,1}(X)\right)=6
$$

Proof. Consider the closed 2-form

$$
\begin{equation*}
F=\sum_{1 \leq h, k \leq 3} a_{h k} d z_{h} \wedge d \bar{z}_{k}=\sum_{1 \leq s<t \leq 6} b_{s t} d u_{s} \wedge d u_{t} \tag{16}
\end{equation*}
$$

where the $a_{h k}$ and $b_{s t}$ are all in $\mathbb{C}$. By (10), we have that $[F] \in H^{2}(X, \mathbb{Q})$ if and only if all the $b_{s t}$ are in $\mathbb{Q}$. Murasaki's idea in [5] is to write

$$
\begin{equation*}
F=F_{1}+F_{2}+F_{3}+F_{12}+F_{13}+F_{23} \tag{17}
\end{equation*}
$$

where, for every $h=1,2,3$,

$$
F_{h}:=a_{h h} d z_{h} \wedge d \bar{z}_{h}
$$

and for every $1 \leq h<k \leq 3$,

$$
F_{h k}:=a_{h k} d z_{h} \wedge d \bar{z}_{k}+a_{k h} d z_{k} \wedge d \bar{z}_{h}
$$

Lemma 4.2. $F$ represents a rational cohomology class if and only if all the $F_{h}$ and the $F_{h k}$ represent rational cohomology classes.

Proof. One direction is obvious, so assume that $F$ represents a rational cohomology class. From (11) we get the relations

$$
\begin{gather*}
F_{h}=-2 i v a_{h h} d u_{h} \wedge d u_{h+3} \\
\text { and }  \tag{18}\\
F_{h k}=\left(a_{h k}-a_{k h}\right) d u_{h} \wedge d u_{k}+\left(a_{h k} \bar{\tau}-a_{k h} \tau\right) d u_{h} \wedge d u_{k+3}+ \\
+\left(a_{k h} \bar{\tau}-a_{h k} \tau\right) d u_{k} \wedge d u_{h+3}+\left(a_{h k}-a_{k h}\right) \tau \bar{\tau} d u_{h+3} \wedge d u_{k+3}
\end{gather*}
$$

This shows that each of the six terms in (17) involves different elements of the basis $d u_{i} \wedge d u_{j}$ of $H^{2}(X, \mathbb{C})$, hence the lemma is completely proved.

Now, the first equation of (18) yields by (16) that

$$
-2 i v a_{h h}=b_{h, h+3}
$$

Therefore $b_{h, h+3} \in \mathbb{Q}$ if and only if

$$
a_{h h}=\frac{i}{2 v} r \quad \text { where } \quad r \in \mathbb{Q} .
$$

In other words, all the classes (14) are in $H^{2}(X, \mathbb{Q}) \cap H^{1,1}(X)$, and they are independent over $\mathbb{Q}$.

Concerning the class $F_{h k}$, for any fixed $1 \leq h<k \leq 3$, the second relation in (18) implies that all the following numbers are rational:

$$
a_{h k}-a_{k h}, \quad\left(a_{h k}-a_{k h}\right) \tau \bar{\tau}, \quad a_{h k} \bar{\tau}-a_{k h} \tau, \quad a_{k h} \bar{\tau}-a_{h k} \tau
$$

From this we get, in particular

$$
\left(a_{h k}-a_{k h}\right)(\tau+\bar{\tau}) \in \mathbb{Q}
$$

Therefore, if $a_{h k}-a_{k h} \neq 0$, then necessarily $\tau$ is an algebraic number over $\mathbb{Q}$, of degree $[\mathbb{Q}(\tau): \mathbb{Q}] \leq 2$. We ruled out this possibility at the end of $\S 2$.

Hence if $F$ is rational, then necessarily $a_{h k}=a_{k h}=a$ and

$$
\begin{aligned}
F_{h k} & =a(\bar{\tau}-\tau)\left(d u_{h} \wedge d u_{k+3}+d u_{k} \wedge d u_{h+3}\right)= \\
& =-2 \operatorname{iav}\left(d u_{h} \wedge d u_{k+3}+d u_{k} \wedge d u_{h+3}\right) .
\end{aligned}
$$

We get in this way the classes $(15)$ of $H^{2}(X, \mathbb{Q}) \cap H^{1,1}(X)$, which are linearly independent over $\mathbb{Q}$, and are also independent of the classes (14).

Let us consider the divisors now, i.e. the surfaces on $X$.
First of all, the abelian surface $E \times E$ can be embedded in $X$ in a trivial way by setting, for an arbitrary $P \in E$ :

$$
S_{3}:=E \times E \times P
$$

The family $\{E \times E \times P\}_{P \in E}$ is a fibration of $X$. Moreover, if $P, Q \in E$, then $E \times E \times P$ and $E \times E \times Q$ are algebraically equivalent, hence they are homologically equivalent.

To determine the cohomology class of $S_{3}$, we remark that as a singular 4-cycle inside $X$ we have $S_{3}=C_{1} \times C_{2} \times C_{4} \times C_{5}$. Then, for any closed 4-form

$$
\alpha=\sum_{\# I=4} b_{I} d u_{I}, \quad b_{I} \in \mathbb{Q} \quad \text { for any } \quad I
$$

the relation (10) implies

$$
\int_{S_{3}} \alpha=\int_{C_{1} \times C_{2} \times C_{4} \times C_{5}} \alpha=b_{(1,2,4,5)}
$$

Therefore, (4) will be satisfied for every form $\alpha$ if we take

$$
\begin{equation*}
\omega_{3}:=d u_{3} \wedge d u_{6}=\frac{i}{2 v} d z_{3} \wedge d \bar{z}_{3} \tag{19}
\end{equation*}
$$

In other words

$$
\begin{equation*}
P D\left(\left[S_{3}\right]\right)=\frac{i}{2 v} d z_{3} \wedge d \bar{z}_{3} \tag{20}
\end{equation*}
$$

On $X$ we have also two other obvious families of surfaces, given respectively by

$$
S_{1}:=P \times E \times E, \quad S_{2}:=E \times P \times E
$$

The corresponding cohomology classes, computed as above, are

$$
P D\left(\left[S_{1}\right]\right)=\omega_{1}:=\frac{i}{2 v} d z_{1} \wedge d \bar{z}_{1}, \quad P D\left(\left[S_{2}\right]\right)=\omega_{2}:=\frac{i}{2 v} d z_{2} \wedge d \bar{z}_{2}
$$

To produce divisors not equivalent to the $S_{i}$ 's, we have to embed $E \times E$ inside $X$ by using the diagonal map $\Delta: E \rightarrow E \times E$ like in

$$
\begin{equation*}
f: E \times E \xlongequal{\Delta \times i d_{E}} E \times E \times E \tag{21}
\end{equation*}
$$

We will denote by $T_{3}$ the image of $E \times E$ in the proper map $f$. Two other surfaces $T_{1}$ and $T_{2}$ can be defined inside $X$ as the images of the (proper) map

$$
E \times E \xlongequal{i d_{E} \times \Delta} E \times E \times E
$$

and similarly for $T_{2}$.
We will determine now the cohomology class of the divisor $T_{3}$.
To compute the pull-back of forms it is better to describe the map $f$ in (21) as follows. If $\varepsilon_{1}, \varepsilon_{2}$ is the standard basis of $\mathbb{C}^{2}$, we have the real basis $\varepsilon_{1}, \varepsilon_{2}, \tau \varepsilon_{1}, \tau \varepsilon_{2}$ of this space. It generates over the integers a lattice $L \subset \mathbb{C}^{2}$, and of course $E \times E=\mathbb{C}^{2} / L$. Moreover, let $v_{1}, v_{2}, v_{3}, v_{4}$ denote real coordinates in $\mathbb{C}^{2}$ with respect to $\varepsilon_{1}, \varepsilon_{2}, \tau \varepsilon_{1}, \tau \varepsilon_{2}$. Then the map $f$ is induced by the $\operatorname{map} \mathbb{C}^{2} \rightarrow \mathbb{C}^{3}$ given in real coordinates by

$$
\begin{equation*}
u_{1}=v_{1}, \quad u_{2}=v_{1}, \quad u_{3}=v_{2}, \quad u_{4}=v_{3}, \quad u_{5}=v_{3}, \quad u_{6}=v_{4} \tag{22}
\end{equation*}
$$

First consequences of these relations are

$$
f^{*}\left(d u_{1} \wedge d u_{2}\right)=0, \quad f^{*}\left(d u_{4} \wedge d u_{5}\right)=0
$$

Hence, given any rational closed 4 -form $\alpha=b_{1234} d u_{1} \wedge d u_{2} \wedge d u_{3} \wedge d u_{4}+\ldots$ on $X$, we have

$$
f^{*} \alpha=-\left(b_{1346}+b_{1356}+b_{2346}+b_{2356}\right) d v_{1} \wedge d v_{2} \wedge d v_{3} \wedge d v_{4}
$$

If we set

$$
\begin{equation*}
\eta_{3}:=d u_{15}+d u_{24}-d u_{14}-d u_{25} \tag{23}
\end{equation*}
$$

it is easily checked that

$$
\eta_{3} \wedge \alpha=-\left(b_{1346}+b_{1356}+b_{2346}+b_{2356}\right) d u_{1} \wedge d u_{2} \wedge \ldots \wedge d u_{6}
$$

and we can conclude that

$$
\int_{T_{3}} f^{*} \alpha=\int_{X} \eta_{3} \wedge \alpha
$$

for any rational closed 4 -form $\alpha$ on $X$. Namely, we have that the Poincaré dual $\sigma_{3}$ of $T_{3}$ is represented by the closed form $\eta_{3}$, which can also be written as

$$
\begin{equation*}
\eta_{3}=\frac{i}{2 v}\left(d z_{1} \wedge d \bar{z}_{2}+d z_{2} \wedge d \bar{z}_{1}-d z_{1} \wedge d \bar{z}_{1}-d z_{2} \wedge d \bar{z}_{2}\right) \tag{24}
\end{equation*}
$$

thanks to (14) and (15).

## 5. Classes of $N^{1} H^{3}(X, \mathbb{Q})$

The purpose of this section is to compute the contribution to $N^{1} H^{3}(X, \mathbb{Q})$ of the surfaces $S_{1}, S_{2}, S_{3}, T_{1}, T_{2}, T_{3}$ on $X$, introduced in the previous section. More concretely, we will prove the

Proposition 5.1. Consider the abelian threefold $X=E \times E \times E$, where $E$ is the elliptic curve $\mathbb{C} / \mathbb{Z}+\tau \mathbb{Z}$. Here we assume that $\tau$ is a complex number with $\Im(\tau)>0$, and such that $[\mathbb{Q}(\tau): \mathbb{Q}] \geq 3$. Then, for every such threefold $N^{1} H^{3}(X, \mathbb{Q})$ contains a rational sub-Hodge structure $M$ of $H^{3}(X, \mathbb{Q})$, with $\operatorname{dim}_{\mathbb{Q}} M=16$.
Proof. Let $i$ denote the inclusion $S_{1} \subset X$. We start by computing the image of the Gysin map $i_{*}: H^{1}\left(S_{1}, \mathbb{Q}\right) \rightarrow H^{3}(X, \mathbb{Q})$. A basis for $H_{3}\left(S_{1}, \mathbb{Q}\right)$ is given by the classes

$$
\left[C_{2} \times C_{3} \times C_{5}\right], \quad\left[C_{2} \times C_{3} \times C_{6}\right], \quad\left[C_{2} \times C_{5} \times C_{6}\right], \quad\left[C_{3} \times C_{5} \times C_{6}\right]
$$

They are sent by $i_{*}$ into the same classes, viewed as elements of $H_{3}(X, \mathbb{Q})$. Finally, by (13) we conclude that $i_{*}\left(H^{1}\left(S_{1}, \mathbb{Q}\right)\right)$ is generated by

$$
d u_{146}, d u_{145}, d u_{134}, d u_{124}
$$

Similarly, bases for the images of the Gysin maps for the surfaces $S_{2}$ and $S_{3}$ are given respectively by

$$
d u_{256}, d u_{245}, d u_{235}, d u_{125} \quad \text { and } \quad d u_{356}, d u_{346}, d u_{236}, d u_{136}
$$

These twelve 3 -forms are distinct elements of the basis $(9)$ of $H^{3}(X, \mathbb{Q})$; let $M_{1}$ denote the subspace they generate.

The contribution of the surfaces $T_{1}, T_{2}$ and $T_{3}$ to $N^{1} H^{3}(X, \mathbb{Q})$ is not easily determined in homology, so we switch directly to cohomology.

Consider the map $f$ defined in (21) ( or (22), in coordinates). The image of $f$ was denoted by $T_{3}$; for simplicity, we will still denote by $f$ the inclusion of $T_{3}$ into $X$.
LEMMA 5.2. Recall that the closed form $\eta_{3}$ given in (23) represents the class $\sigma_{3}=P D\left(\left[T_{3}\right]\right)$. The following diagram is then commutative


Proof. of Lemma 5.2.
In fact, consider the following commutative diagram, where $[X] \in H_{6}(X, \mathbb{Q})$ and $\left[T_{3}\right] \in H_{4}\left(T_{3}, \mathbb{Q}\right)$ are the fundamental classes of $X$ and $T_{3}$ respectively

$$
\begin{aligned}
& H^{1}(X, \mathbb{Q}) \xrightarrow{f^{*}} H^{1}\left(T_{3}, \mathbb{Q}\right) \xrightarrow{f_{*}} H^{3}(X, \mathbb{Q}) \\
&-\cap\left[T_{3}\right] \downarrow \downarrow \\
& H_{3}\left(T_{3}, \mathbb{Q}\right) \xrightarrow[f_{*}]{\longrightarrow} H_{3}(X, \mathbb{Q}) .
\end{aligned}
$$

The classes $\sigma_{3}$ and $\left[T_{3}\right]$ are related by Poincaré duality in the following way

$$
f_{*}\left[T_{3}\right]=\sigma_{3} \cap[X]
$$

Then, for every $x \in H^{1}(X, \mathbb{Q})$ we have by the "projection formula" and the above relation

$$
\begin{gathered}
\left(f_{*} f^{*} x\right) \cap[X]=f_{*}\left(f^{*} x \cap\left[T_{3}\right]\right)=x \cap f_{*}\left[T_{3}\right]= \\
x \cap\left(\sigma_{3} \cap[X]\right)=\left(x \cup \sigma_{3}\right) \cap[X]=\left(\sigma_{3} \cup x\right) \cap[X]
\end{gathered}
$$

where the last equality is true because the degree of $\sigma_{3}$ is 2 . Since the Poincaré duality map is an isomorphism, the commutativity of (25) is completely proved.

Now, the space $\operatorname{Im}\left(\sigma_{3} \cup_{-}\right)$is generated by the classes of

$$
\begin{aligned}
& \eta_{3} \wedge d u_{1}=\eta_{3} \wedge d u_{2}=d u_{124}-d u_{125} \in M_{1} \\
& \eta_{3} \wedge d u_{3}=\underbrace{d u_{134}+d u_{235}}_{\in M_{1}}-d u_{135}-d u_{234}, \\
& \eta_{3} \wedge d u_{4}=\eta_{3} \wedge d u_{5}=d u_{245}-d u_{145} \in M_{1} \\
& \eta_{3} \wedge d u_{6}=\underbrace{-d u_{256}-d u_{146}}_{\in M_{1}}+d u_{246}+d u_{156} .
\end{aligned}
$$

These relations shows that $\operatorname{Im}\left(\sigma_{3} \cup_{-}\right)$has dimension four. But this forces $f^{*}$ to be onto because $\operatorname{dim}_{\mathbb{Q}} H^{1}\left(T_{3}, \mathbb{Q}\right)=4$, hence $\operatorname{Im}\left(f_{*}\right)=\operatorname{Im}\left(\sigma_{3} \cup_{-}\right)$.

To summarize, the contribution of $\operatorname{Im}\left(f_{*}\right)$ to the generation of the space $N^{1} H^{3}(X, \mathbb{Q})$ is given by the classes

$$
d u_{135}+d u_{234}, \quad d u_{246}+d u_{156}
$$

Similar computations can be performed for the surfaces $T_{1}$ and $T_{2}$, which contribute to the generation of $N^{1} H^{3}(X, \mathbb{Q})$ respectively with the classes
$d u_{135}+d u_{126}, d u_{246}+d u_{345} \quad$ and $\quad d u_{126}-d u_{234}, d u_{156}-d u_{345}$.
Finally, denote by $M_{2}$ the subspace of $H^{3}(X, \mathbb{Q})$ generated by the six classes above. It is easily seen that a basis for $M_{2}$ is given by

$$
\begin{equation*}
d u_{126}-d u_{234}, \quad d u_{156}-d u_{345}, \quad d u_{246}+d u_{345}, \quad d u_{135}+d u_{234} \tag{26}
\end{equation*}
$$

and that $M_{1} \cap M_{2}=0$. Then $M:=M_{1} \oplus M_{2}$ is a rational sub-Hodge structure of $H^{3}(X, \mathbb{Q})$, contained into $N^{1} H^{3}(X, \mathbb{Q})$. Since $\operatorname{dim}_{\mathbb{Q}} M=16$, the proof of Proposition 5.1 is complete.

## 6. Computation of $F^{1} H^{3}(X, \mathbb{C}) \cap H^{3}(X, \mathbb{Q})$

For this computation we will exploit (6) and the fact that $H^{3,0}(X)$ is isomorphic to $\mathbb{C}$, generated by the class of the following closed form $\alpha$ (which we give also in terms of the base (9) )

$$
\begin{align*}
d z_{1} \wedge d z_{2} \wedge d z_{3}= & d u_{123}+\tau\left(d u_{126}-d u_{135}+d u_{234}\right)+ \\
& +\tau^{2}\left(d u_{156}-d u_{246}+d u_{345}\right)+\tau^{3} d u_{456} \tag{27}
\end{align*}
$$

Then, for an arbitrary $\omega=\sum_{1 \leq i<j<k \leq 6} r_{i j k} d u_{i j k}$ where $r_{i j k} \in \mathbb{Q}$ for any $i, j, k$, we have that
$\omega \wedge \alpha=\left(r_{123} \tau^{3}-\left(r_{234}-r_{135}+r_{126}\right) \tau^{2}+\left(r_{345}-r_{246}+r_{156}\right) \tau-r_{456}\right) d u_{123456}$.
Hence $[\omega]$ is orthogonal to $[\alpha]$ with respect to (3) if and only if

$$
\begin{equation*}
r_{123} \tau^{3}-\left(r_{234}-r_{135}+r_{126}\right) \tau^{2}+\left(r_{345}-r_{246}+r_{156}\right) \tau-r_{456}=0 \tag{28}
\end{equation*}
$$

At the end of $\S 2$ we made the assumption $[\mathbb{Q}(\tau): \mathbb{Q}] \geq 3$. Therefore, if $\tau$ is not algebraic over $\mathbb{Q}$, of degree 3 , the above relation is satisfied only if all the coefficients in it vanish. Since the linear system

$$
\left\{\begin{aligned}
r_{123} & =0 \\
r_{234}-r_{135}+r_{126} & =0 \\
r_{345}-r_{246}+r_{156} & =0 \\
r_{456} & =0
\end{aligned}\right.
$$

has rank four, we conclude $\operatorname{dim}_{\mathbb{Q}}\left(H^{3}(X, \mathbb{Q}) \cap F^{1} H^{3}(X, \mathbb{C})\right)=16$, and we have the following straightforward consequence of Proposition 5.1:

Proposition 6.1. If $[\mathbb{Q}(\tau): \mathbb{Q}]>3$ (in particular, if $\tau$ is transcendental over $\mathbb{Q})$, then

$$
N^{1} H^{3}(X, \mathbb{Q})=F^{1} H^{3}(X, \mathbb{C}) \cap H^{3}(X, \mathbb{Q})
$$

i.e. the Generalized Hodge conjecture is true in its original form for $X$.

On the other hand, Grothendieck considered the case when $\tau$ is algebraic over $\mathbb{Q}$, of degree 3 . Let $f:=X^{3}+\mu_{1} X^{2}+\mu_{2} X+\mu_{3}$ be the minimal polynomial of $\tau$ over $\mathbb{Q}$. Then relation (28) can be rewritten as
$\left(r_{234}-r_{135}+r_{126}+\mu_{1} r_{123}\right) \tau^{2}-\left(r_{345}-r_{246}+r_{156}-\mu_{2} r_{123}\right) \tau+r_{456}+\mu_{3} r_{123}=0$.
Since $[\mathbb{Q}(\tau): \mathbb{Q}]=3$, we have necessarily

$$
\left\{\begin{array}{rl}
r_{234}-r_{135}+r_{126}+\mu_{1} r_{123} & =0 \\
r_{345}-r_{246}+r_{156}-\mu_{2} r_{123} & =0 \\
r_{456}+\mu_{3} r_{123} & =0
\end{array} .\right.
$$

This linear system has rank 3 , hence

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{Q}}\left(H^{3}(X, \mathbb{Q}) \cap F^{1} H^{3}(X, \mathbb{C})\right)=17 \tag{29}
\end{equation*}
$$

and the Generalized Hodge Conjecture fails in its original form.
But, since we know a priori that the dimension of $N^{1} H^{3}(X, \mathbb{Q})$ is even, (29) forces $N^{1} H^{3}(X, \mathbb{Q})=M$, the space introduced in Proposition 5.1, and this is also the maximal rational sub-Hodge structure of $F^{1} H^{3}(X, \mathbb{C})$. Hence, the Generalized Hodge Conjecture as amended by Grothendieck is true for such threefolds $X$.

## 7. Final remarks

Let us set $\varphi:=d_{123}-\mu_{1} d_{234}+\mu_{2} d_{345}-\mu_{3} d_{456}$. Then the detailed computations performed in the last two sections show that

$$
F^{1} H^{3}(X, \mathbb{C}) \cap H^{3}(X, \mathbb{Q})=\mathbb{Q}[\varphi] \oplus N^{1} H^{3}(X, \mathbb{Q})
$$

We would like to be able to conclude that $[\varphi] \notin N^{1} H^{3}(X, \mathbb{Q})$ by a direct examination of $[\varphi]$, or, in a spirit close to Hodge's, by a direct examination of the Poincaré dual of $[\varphi]$. If we set
$\Gamma_{1}:=C_{4} \times C_{5} \times C_{6}, \quad \Gamma_{2}:=C_{1} \times C_{5} \times C_{6}, \quad \Gamma_{3}:=C_{1} \times C_{2} \times C_{6} \quad, \quad \Gamma_{4}:=C_{1} \times C_{2} \times C_{3}$
then $P D([\varphi])$ is represented by the cycle $\Gamma:=\Gamma_{1}+\mu_{1} \Gamma_{2}+\mu_{2} \Gamma_{3}+\mu_{3} \Gamma_{4}$, where the rational numbers $\mu_{i}$ are the coefficients of the minimal polynomial of $\tau$. Now, (10) and (27) together imply

$$
\begin{equation*}
\int_{\Gamma_{1}} \alpha=\tau^{3}, \quad \int_{\Gamma_{2}} \alpha=\tau^{2}, \quad \int_{\Gamma_{3}} \alpha=\tau \quad, \quad \int_{\Gamma_{4}} \alpha=1 \tag{30}
\end{equation*}
$$

Therefore

$$
\int_{\Gamma} \alpha=\tau^{3}+\mu_{1} \tau^{2}+\mu_{2} \tau+\mu_{3}=0
$$

which simply means that $[\varphi] \in F^{1} H^{3}(X, \mathbb{C})$, as we already know.
The integrals (30) imply, in particular, that no one of the 3-cycles $\Gamma_{1}, \ldots, \Gamma_{4}$ can be contained into an algebraic surface $Y \subset X$.

Consider now the cycles $\Gamma_{5}:=C_{2} \times C_{3} \times C_{4}$ and $\Gamma_{6}:=C_{1} \times C_{3} \times C_{5}$. Then, it is easily checked that

$$
\int_{\Gamma_{5}+\Gamma_{6}} \alpha=\int_{\Gamma_{5}} \alpha+\int_{\Gamma_{6}} \alpha=\tau-\tau=0
$$

In particular, the computation shows also that neither of the two cycles $\Gamma_{5}$ and $\Gamma_{6}$ can be contained into an effective divisor on $X$. But

$$
P D\left(\left[\Gamma_{5}\right]+\left[\Gamma_{6}\right]\right)=\left[d_{156}+d_{246}\right] \in N^{1} H^{3}(X, \mathbb{Q})
$$

as we have seen.
Let us add another remark on the above cycles, in the spirit of [6]. Let $\Gamma$ denote any of the cycles $\Gamma_{1}, \ldots, \Gamma_{4}, \Gamma_{5}, \Gamma_{6}$. Since $\Gamma$ is smooth, for any point $P \in \Gamma$ we have $T_{P} \Gamma \subset T_{P} X$, where $X$ denotes here the differentiable manifold underlying the projective, smooth variety. Moreover, if $J: T_{P} X \rightarrow T_{P} X$ denotes the complex structure on the real vector space $T_{P} X$, then the non vanishing of the integral of the form $\alpha$ on $\Gamma$ implies that

$$
T_{P} \Gamma+J\left(T_{P} \Gamma\right)=T_{P} X
$$

This relation can also be easily checked by an easy, direct computation.
To summarize, thanks to the detailed computations performed in $\S \S 5$ and 6 , we know that $\left[d_{156}+d_{246}\right]$ is supported by an algebraic surface $Y \subset X$, whereas $[\varphi]$ is not.

On the other hand, our aim would be to be able to directly determine this different nature of these two classes, by examining their respective Poincaré duals, to get a direct proof that $N^{1} H^{3}(X, \mathbb{Q}) \subsetneq F^{1} H^{3}(X, \mathbb{C}) \cap H^{3}(X, \mathbb{Q})$.

Throughout the paper we used the representation of the homology classes which is customary for complex tori. The above remarks show that this particular representation is completely inadequate to reach our goal.

All this seems to indicate that to apply the results of [6] to the computation of some concrete case of the Generalized Hodge Conjecture, it is necessary to use bases for the homology spaces, which are induced by some suitable realanalytic semi-algebraic triangulation of $X$.
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# Nonresonance conditions for radial solutions of nonlinear Neumann elliptic problems on annuli 

Andrea Sfecci


#### Abstract

An existence result to some nonlinear Neumann elliptic problems defined on balls has been provided recently by the author in [21]. We investigate, in this paper, the possibility of extending such a result to annuli.
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## 1. Introduction

In a previous paper [21], in order to obtain an existence result, the author introduced a liminf-limsup type of nonresonance condition below the first positive eigenvalue for Neumann problems defined on the ball $B_{R}=\left\{x \in \mathbb{R}^{N},|x|<R\right\}$. As an example, the following problem

$$
\begin{cases}-\Delta u=g(u)+e(|x|) & \text { in } B_{R} \\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial B_{R}\end{cases}
$$

where the functions $g: \mathbb{R} \rightarrow \mathbb{R}$ and $e:[0, R] \rightarrow \mathbb{R}$ are continuous, has a radial solution if

$$
\liminf _{u \rightarrow+\infty} \frac{2 G(u)}{u^{2}}<\left(\frac{\pi}{2 R}\right)^{2} \quad \text { and } \quad \limsup _{u \rightarrow-\infty} \frac{g(u)}{u}<\left(\frac{\pi}{2 R}\right)^{2}
$$

(here $G$ is a primitive of $g$ ), and assuming the existence of a positive $d$ such that

$$
(g(u)+\bar{e}) \operatorname{sgn} u>0 \quad \text { when }|u| \geq d
$$

where $\bar{e}=\frac{N}{R^{N}} \int_{0}^{R} s^{N-1} e(s) d s$.

In this paper, we treat Neumann problems defined on annuli and, in the spirit of the above quoted paper, we will provide in Theorem 2.2 some sufficient condition for the existence of radial solutions. Moreover, we will provide with Theorem 2.6 a different result in presence of not well-ordered constant upper and lower solutions.

Let us briefly introduce some notations. We denote by $\mathcal{A}^{N}\left(R_{1}, R_{2}\right) \subset \mathbb{R}^{N}$, with $R_{2}>R_{1}>0$, the open annulus of internal radius $R_{1}$ and external radius $R_{2}$ :

$$
\mathcal{A}^{N}\left(R_{1}, R_{2}\right)=B_{R_{2}} \backslash \overline{B_{R_{1}}}
$$

where $B_{r} \subset \mathbb{R}^{N}$ is the open ball of radius $r$ centered at the origin. As usual, we denote the boundary of $\mathcal{A}^{N}\left(R_{1}, R_{2}\right)$ with $\partial \mathcal{A}^{N}\left(R_{1}, R_{2}\right)$, and the euclidean norm with $|\cdot|$. The problem we are going to study is of the type

$$
\begin{cases}-\Delta u=g(|x|, u)+e(|x|) & \text { in } \mathcal{A}^{N}\left(R_{1}, R_{2}\right) \\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \mathcal{A}^{N}\left(R_{1}, R_{2}\right)\end{cases}
$$

where $g:\left[R_{1}, R_{2}\right] \times \mathbb{R} \rightarrow \mathbb{R}$ and $e:\left[R_{1}, R_{2}\right] \rightarrow \mathbb{R}$ are continuous functions.
The spirit of this paper follows the idea presented by Fonda, Gossez and Zanolin in [9]. In that paper, the authors deal with a Dirichlet problem defined in a smooth domain $\Omega \subset \mathbb{R}^{N}$ contained in a ball $B_{\rho}$ of a certain radius $\rho$ :

$$
\begin{cases}-\Delta u=g(u)+h(x) & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

They replace the classical limsup nonresonance condition with respect to the first eigenvalue $\lambda_{1}$ provided by Hammerstein in [15],

$$
\limsup _{|u| \rightarrow \infty} \frac{2 G(u)}{u^{2}}<\lambda_{1}
$$

with a double liminf condition like the following one

$$
\begin{equation*}
\liminf _{u \rightarrow-\infty} \frac{2 G(u)}{u^{2}}<\frac{\pi^{2}}{4 \rho^{2}}, \quad \text { and } \quad \liminf _{u \rightarrow+\infty} \frac{2 G(u)}{u^{2}}<\frac{\pi^{2}}{4 \rho^{2}} \tag{1}
\end{equation*}
$$

(here, again, $G$ is a primitive of $g$ ). Notice that, one has $\pi^{2} / 4 \rho^{2}<\lambda_{1}$, except to the case $\Omega=(-2 \rho, 2 \rho) \subset \mathbb{R}$ where the equality holds. Condition (1) has been first introduced in the frame of the one-dimensional Dirichlet problem in $(-2 \rho, 2 \rho)$ in [7].

In the case of a Neumann problem, a condition of liminf type was studied by Gossez and Omari in $[12,13]$. In Neumann problems, a nonresonance condition with respect to the zero eigenvalue must be introduced, so that the liminf
condition will be related to the first positive eigenvalue (see also [3, 16] for related problems). Such a situation occurs also when dealing with periodic problems (see for example [8]).

The paper is organized as follows: in Section 2 we will state all the results, the proofs of them are postponed to Section 3.

## 2. Main results

In this paper we are concerned with the following class of problems defined on an annulus $\mathcal{A}^{N}\left(R_{1}, R_{2}\right)$ with $R_{2}>R_{1}>0$ :

$$
\begin{cases}-\Delta u=g(|x|, u)+e(|x|) & \text { in } \mathcal{A}^{N}\left(R_{1}, R_{2}\right)  \tag{2}\\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \mathcal{A}^{N}\left(R_{1}, R_{2}\right)\end{cases}
$$

where $g:\left[R_{1}, R_{2}\right] \times \mathbb{R} \rightarrow \mathbb{R}$ and $e:\left[R_{1}, R_{2}\right] \rightarrow \mathbb{R}$ are continuous functions. In particular, consider a radial solution $u(x)=v(|x|)$ to (2). Setting $r=|x|$, and denoting with ' the derivative with respect to $r$, we have the equivalent system

$$
\left\{\begin{array}{l}
-v^{\prime \prime}-\frac{N-1}{r} v^{\prime}=g(r, v)+e(r) \quad r \in\left[R_{1}, R_{2}\right]  \tag{3}\\
v^{\prime}\left(R_{1}\right)=0=v^{\prime}\left(R_{2}\right)
\end{array}\right.
$$

Notice that the differential equation in (3) does not present a singularity, being $R_{1}>0$. The case $R_{1}=0$ has been treated by the author in [21]. It will be useful to consider the mean value of the function $e$

$$
\bar{e}=\frac{N}{R_{2}^{N}-R_{1}^{N}} \int_{R_{1}}^{R_{2}} s^{N-1} e(s) d s
$$

and $\tilde{e}(t)=e(t)-\bar{e}$, so that $\int_{R_{1}}^{R_{2}} s^{N-1} \tilde{e}(s) d s=0$.
In the proof of the theorem, we will use the so-called time-map function. Let us spend a few words about it. Consider the scalar second order differential equation $x^{\prime \prime}+\psi(x)=0$. It is possible to write the associated system in the plane

$$
\begin{equation*}
x^{\prime}=y, \quad-y^{\prime}=\psi(x) \tag{4}
\end{equation*}
$$

Suppose $\psi(x) x>0$ for every $x \neq 0$, and consider the primitive $\Psi(x)=$ $\int_{0}^{x} \psi(\xi) d \xi$. The function

$$
\tau_{\psi}(x)=\operatorname{sgn}(x) \sqrt{2} \int_{0}^{x} \frac{d \xi}{\sqrt{\Psi(x)-\Psi(\xi)}}
$$

is defined as the time-map associated to the planar system (4), and gives an estimate of the time between two subsequent zeroes $t_{1}$ and $t_{2}$ of the function
$x=x(t)$. In particular, if the function $x$ reaches its maximum $x\left(t_{0}\right)=x_{M}$ at $t_{0} \in\left(t_{1}, t_{2}\right)$, then $t_{2}-t_{1}=\tau_{\psi}\left(x_{M}\right)$ and $t_{2}-t_{0}=t_{0}-t_{1}=\tau_{\psi}\left(x_{M}\right) / 2$. See, e.g., $[6,11,18,19]$ for details and their applications to periodic scalar problems. In view of this, let us define the half-valued time-map

$$
\mathcal{T}_{\psi}(x)=\operatorname{sgn}(x) \frac{1}{\sqrt{2}} \int_{0}^{x} \frac{d \xi}{\sqrt{\Psi(x)-\Psi(\xi)}},
$$

and the following limits

$$
\mathcal{T}_{\psi}^{ \pm}=\limsup _{x \rightarrow \pm \infty} \mathcal{T}_{\psi}(x), \quad \mathcal{T}_{ \pm}^{\psi}=\liminf _{x \rightarrow \pm \infty} \mathcal{T}_{\psi}(x)
$$

In [11], Fonda and Zanolin provided some estimates on these values, some of which we collect in the following proposition.
Proposition 2.1 ([11]). Assume that $\psi$ is a continuous function, with primitive $\Psi$, and $\ell_{+}, \ell_{-}$are positive constants. If $\psi$ satisfies at $+\infty$ or $-\infty$ some of the following limits on the left, then the correspondent estimate on the right holds.

$$
\begin{aligned}
\liminf _{x \rightarrow \pm \infty} \frac{2 \Psi(x)}{x^{2}} \leq \ell_{ \pm} \Rightarrow \mathcal{T}_{\psi}^{ \pm} \geq \frac{\pi}{2 \sqrt{\ell_{ \pm}}} \\
\limsup _{x \rightarrow \pm \infty} \frac{\psi(x)}{x} \leq \ell_{ \pm} \Rightarrow \mathcal{T}_{ \pm}^{\psi} \geq \frac{\pi}{2 \sqrt{\ell_{ \pm}}}, \\
\exists \lim _{x \rightarrow \pm \infty} \frac{2 \Psi(x)}{x^{2}} \leq \ell_{ \pm} \Rightarrow \mathcal{T}_{ \pm}^{\psi} \geq \frac{\pi}{2 \sqrt{\ell_{ \pm}}} .
\end{aligned}
$$

We can now state our main result.
Theorem 2.2. Assume the existence of a continuous function $\phi: \mathbb{R} \rightarrow \mathbb{R}$, and of a constant $d>0$ such that

$$
\begin{gather*}
-\bar{e}<g(r, v) \leq \phi(v) \quad \text { for every } r \in\left[R_{1}, R_{2}\right] \text { and every } v \geq d,  \tag{5}\\
\phi(v) \leq g(r, v)<-\bar{e} \quad \text { for every } r \in\left[R_{1}, R_{2}\right] \text { and every } v \leq-d . \tag{6}
\end{gather*}
$$

Moreover assume the existence of a constant $\eta>0$ such that

$$
\begin{equation*}
\phi(v) v \geq \eta v^{2} \quad \text { for every }|v| \geq d \tag{7}
\end{equation*}
$$

Suppose that the function $\mathcal{T}_{\phi}$ is well-defined for $|v|>d$ and its limits satisfy either

$$
\begin{equation*}
\mathcal{T}_{\phi}^{+}>R_{2}-R_{1} \quad \text { and } \quad \mathcal{T}_{-}^{\phi}>R_{2}-R_{1}, \tag{8}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathcal{T}_{+}^{\phi}>R_{2}-R_{1} \quad \text { and } \quad \mathcal{T}_{\phi}^{-}>R_{2}-R_{1} . \tag{9}
\end{equation*}
$$

Then (2) has at least one radial solution.

REmARK 2.3. Assuming (5) and (6) we implicitly have that the function $\mathcal{T}_{\phi}=$ $\mathcal{T}_{\phi}(v)$ is well-defined for $v$ large enough. The assumptions of the theorem require only that the value $d$ is chosen large enough to guarantee that the domain of $\mathcal{T}_{\phi}$ contains the set $(-\infty,-d) \cup(d,+\infty)$.

We will prove this theorem in Section 3.1. We will give now, as an example of application, some possible corollaries to Theorem 2.2 using the estimates in Proposition 2.1. In order to simplify the statement, in the setting of problem (2), we assume $g$ not depending by $x$.
Corollary 2.4. Let be $g(|x|, u)=g(u)$ with primitive $G$. Assume

$$
\liminf _{u \rightarrow+\infty} \frac{2 G(u)}{u^{2}}<\left(\frac{\pi}{2\left(R_{2}-R_{1}\right)}\right)^{2} \quad \text { and } \quad \limsup _{u \rightarrow-\infty} \frac{g(u)}{u}<\left(\frac{\pi}{2\left(R_{2}-R_{1}\right)}\right)^{2}
$$

and that there exists $d>0$ such that

$$
(g(u)+\bar{e}) \operatorname{sgn} u>0 \quad \text { when }|u|>d
$$

Then, problem (2) has at least one radial solution.
Corollary 2.5. Let be $g(|x|, u)=g(u)$ with primitive $G$. Assume

$$
\liminf _{u \rightarrow+\infty} \frac{2 G(u)}{u^{2}}<\left(\frac{\pi}{2\left(R_{2}-R_{1}\right)}\right)^{2} \quad \text { and } \exists \lim _{u \rightarrow-\infty} \frac{2 G(u)}{u^{2}}<\left(\frac{\pi}{2\left(R_{2}-R_{1}\right)}\right)^{2}
$$

and that there exists $d>0$ such that

$$
(g(u)+\bar{e}) \operatorname{sgn} u>0 \quad \text { when }|u|>d
$$

Then, problem (2) has at least one radial solution.
The proof is obtained by defining, for $\eta>0$ sufficiently small, the function

$$
\phi(v)= \begin{cases}\max \{g(v), \eta v\} & \text { if } v \geq d  \tag{10}\\ \min \{g(v), \eta v\} & \text { if } v \leq-d\end{cases}
$$

enlarging $d$ if necessary, and extending its domain to the whole $\mathbb{R}$.
Another existence result can be obtained assuming the existence of constant lower and upper solutions which are not well-ordered, as the following theorem states. For further results on non-well-ordered lower and upper solutions, see, e.g., $[1,5,10,14,17]$.

THEOREM 2.6. Assume the existence of a continuous function $\phi: \mathbb{R} \rightarrow \mathbb{R}$ and of some positive constants $d, \chi, \eta$ such that

$$
-\chi<g(r, v) \leq \phi(v) \quad \text { for every } r \in\left[R_{1}, R_{2}\right] \text { and every } v \geq d
$$

$$
\begin{gathered}
\phi(v) \leq g(r, v)<\chi \quad \text { for every } r \in\left[R_{1}, R_{2}\right] \text { and every } v \leq-d \\
\phi(v) v \geq \eta v^{2} \quad \text { for every }|v| \geq d
\end{gathered}
$$

Moreover, assume that there exist some constants $\beta<\alpha$ such that

$$
\begin{equation*}
g(r, \beta)+e(r)<0<g(r, \alpha)+e(r), \quad \text { for every } r \in\left[R_{1}, R_{2}\right] \tag{11}
\end{equation*}
$$

Suppose that the function $\mathcal{T}_{\phi}$ is well-defined for $|v|>d$ and its limits satisfy either

$$
\mathcal{T}_{\phi}^{+}>R_{2}-R_{1} \quad \text { and } \quad \mathcal{T}_{-}^{\phi}>R_{2}-R_{1}
$$

or

$$
\mathcal{T}_{+}^{\phi}>R_{2}-R_{1} \quad \text { and } \quad \mathcal{T}_{\phi}^{-}>R_{2}-R_{1}
$$

Then (2) has at least one radial solution.
Such a statement has been inspired by a result obtained by Gossez and Omari in [12], and the following results follow as a direct consequence of the previous theorem. We will refer also to [13] for comparison.

THEOREM 2.7. Assume $g$ to be a continuous function, with primitive $G$, such that

$$
\liminf _{u \rightarrow+\infty} \frac{2 G(u)}{u^{2}}<\left(\frac{\pi}{2\left(R_{2}-R_{1}\right)}\right)^{2} \quad \text { and } \quad \limsup _{u \rightarrow-\infty} \frac{g(u)}{u}<\left(\frac{\pi}{2\left(R_{2}-R_{1}\right)}\right)^{2}
$$

Then,

$$
\begin{cases}-\Delta u=g(u)+e(|x|) & \text { in } \mathcal{A}^{N}\left(R_{1}, R_{2}\right) \\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \mathcal{A}^{N}\left(R_{1}, R_{2}\right)\end{cases}
$$

has a solution for every continuous function $e$ if and only if $g(\mathbb{R})=\mathbb{R}$.
ThEOREM 2.8. Assume $g$ to be a continuous function, with primitive $G$, such that

$$
\liminf _{u \rightarrow+\infty} \frac{2 G(u)}{u^{2}}<\left(\frac{\pi}{2\left(R_{2}-R_{1}\right)}\right)^{2} \quad \text { and } \exists \lim _{u \rightarrow-\infty} \frac{2 G(u)}{u^{2}}<\left(\frac{\pi}{2\left(R_{2}-R_{1}\right)}\right)^{2}
$$

Then,

$$
\begin{cases}-\Delta u=g(u)+e(|x|) & \text { in } \mathcal{A}^{N}\left(R_{1}, R_{2}\right) \\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \mathcal{A}^{N}\left(R_{1}, R_{2}\right)\end{cases}
$$

has a solution for every continuous function e if and only if $g(\mathbb{R})=\mathbb{R}$.
For comparison, let us quote here a possible application of [13, Theorem 1.1]. The quoted theorem is a more general application to asymmetric nonlinearities.

Theorem 2.9 ([13]). Let $\lambda_{2}$ be the second eigenvalue of $-\Delta$ on $\mathcal{A}^{N}\left(R_{1}, R_{2}\right)$ with Neumann boundary condition. Assume $g$ to be a continuous function, with primitive $G$, such that

$$
\limsup _{u \rightarrow+\infty} \frac{g(u)}{u} \leq \lambda_{2} \quad \text { and } \quad \limsup _{u \rightarrow-\infty} \frac{g(u)}{u} \leq \lambda_{2}
$$

with moreover $\liminf _{u \rightarrow+\infty} \frac{2 G(u)}{u^{2}}<\lambda_{2}$. Then,

$$
\begin{cases}-\Delta u=g(u)+e(x) & \text { in } \mathcal{A}^{N}\left(R_{1}, R_{2}\right) \\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \mathcal{A}^{N}\left(R_{1}, R_{2}\right)\end{cases}
$$

has a solution for every continuous function $e$ if and only if $g(\mathbb{R})=\mathbb{R}$.
Notice that Theorem 2.7 does not require any limsup type of condition at $+\infty$, but it requires that all the limits are below the second eigenvalue.
Remark 2.10. It is known that the Fučik spectrum for the radial elliptic Neumann problem on an annulus presents two monotone curves departing from the point $\left(\lambda_{2}, \lambda_{2}\right)$, where $\lambda_{2}$ is the first positive eigenvalue (cf. [2, 20]). Such curves have two different asymptotes, call $a>0$ the smaller one. A natural question arises about the order of $a$ and of the constants $k=\frac{\pi^{2}}{4\left(R_{2}-R_{1}\right)^{2}}$ involved in the previous theorems. The value $a$ is strictly related to the zeroes of Bessel functions of index $\nu$ and $\nu+1=N / 2$ and also, in particular, to the choice of $R_{1}$ and $R_{2}$. It is possible to find suitable values for them thus obtaining both the cases $a<k$ and $a>k$, so that the liminf condition in Corollary 2.4 and Theorem 2.7 is sometimes not necessary, but it is hard to verify if this situation occurs when $R_{1}$ and $R_{2}$ are arbitrarily fixed.
Remark 2.11. Similar results can be obtained by assuming the existence of non-constant lower and upper solutions which are not well-ordered, following the main ideas of the paper by Alif and Omari [1]. We do not enter in such details for briefness.
Remark 2.12. Several other theorems can be formulated using the estimates in Proposition 2.1 and the other ones contained in [11]. As a trivial example, the asymptotic behaviour of the nonlinearities at $+\infty$ and $-\infty$ can be switched in all the previous theorems. For briefness we do not enter in such details.

## 3. Proofs

### 3.1. Proof of Theorem 2.2

We will prove the theorem under assumption (8). The proof of the other case is specular.

Define the function $T:(-\infty,-d] \cup[d,+\infty) \rightarrow \mathbb{R}$ as

$$
\begin{array}{cc}
T(v)=\frac{1}{\sqrt{2}} \int_{d}^{v} \frac{d \xi}{\sqrt{\Phi(v)-\Phi(\xi)+\|e\|_{\infty}(v-\xi)}}, & \text { for } v \geq d \\
T(v)=\frac{1}{\sqrt{2}} \int_{v}^{-d} \frac{d \xi}{\sqrt{\Phi(v)-\Phi(\xi)-\|e\|_{\infty}(v-\xi)}}, & \text { for } v \leq-d .
\end{array}
$$

The following proposition was proved in [21, Lemma 3.1].
Proposition 3.1. For every $\epsilon>0$ there exists $v_{\epsilon}>d$ such that the following inequalities hold

$$
T(v) \leq \mathcal{T}_{\phi}(v) \leq(1+\epsilon) T(v)+\epsilon
$$

for every $v$ with $|v|>v_{\epsilon}$.
By (8), it is possible to find a sufficiently small $\epsilon>0$ such that there exist an increasing sequence of positive real values $\left(\omega_{n}\right)_{n}$, with $\lim _{n} \omega_{n}=+\infty$, and $\bar{\omega}>0$ with the following property:

$$
\begin{aligned}
& \mathcal{T}_{\phi}\left(\omega_{n}\right)>\left(R_{2}-R_{1}\right)(1+\epsilon)+\epsilon \quad \text { for every } n \in \mathbb{N}, \\
& \mathcal{T}_{\phi}(v)>\left(R_{2}-R_{1}\right)(1+\epsilon)+\epsilon \quad \text { for every } v<-\bar{\omega} .
\end{aligned}
$$

We can assume $\bar{\omega}$ and $\omega_{0}$ to be greater than $d+1$ and $v_{\epsilon}$, where $v_{\epsilon}$ is given by Proposition 3.1, thus permitting to have the following estimates

$$
\begin{array}{ll}
T\left(\omega_{n}\right) \geq \frac{\mathcal{T}_{\phi}\left(\omega_{n}\right)-\epsilon}{1+\epsilon}>R_{2}-R_{1} \quad \text { for every } n \in \mathbb{N}, \\
T(v) \geq \frac{\mathcal{T}_{\phi}(v)-\epsilon}{1+\epsilon}>R_{2}-R_{1} \quad \text { for every } v<-\bar{\omega} . \tag{13}
\end{array}
$$

We introduce the following family of problems, for $\lambda \in[0,1]$,

$$
\left\{\begin{array}{l}
-v^{\prime \prime}-\frac{N-1}{r} v^{\prime}=\lambda(g(r, v)+e(r))+(1-\lambda) \eta v, \quad r \in\left[R_{1}, R_{2}\right],  \tag{14}\\
v^{\prime}\left(R_{1}\right)=0=v^{\prime}\left(R_{2}\right),
\end{array}\right.
$$

where $\eta$ was introduced in (7). We define the following sets

$$
C_{N}^{k}=\left\{v \in C^{k}\left(\left[R_{1}, R_{2}\right]\right): v^{\prime}\left(R_{1}\right)=0=v^{\prime}\left(R_{2}\right)\right\}, \quad k=1,2 .
$$

It is not restrictive to assume that the constant $\eta$ introduced in (7) is smaller than the first positive eigenvalue, so to have the existence of a unique solution of the problem

$$
\left\{\begin{array}{l}
-v^{\prime \prime}-\frac{N-1}{r} v^{\prime}=\eta v+f(r), \quad r \in\left[R_{1}, R_{2}\right], \\
v^{\prime}\left(R_{1}\right)=0=v^{\prime}\left(R_{2}\right),
\end{array}\right.
$$

for every continuous function $f$. Call $T: C^{0} \rightarrow C_{N}^{1}$ the operator that sends the continuous function $f$ to the unique solution $v$. Then (14) is equivalent to the fixed point problem

$$
v=\mathcal{G}_{\lambda}(v):=\lambda T(-\eta v+g(r, v)+e(r))
$$

where $\mathcal{G}_{\lambda}: C_{N}^{1} \rightarrow C_{N}^{1}$ is a completely continuous operator. Moreover, any fixed point of $\mathcal{G}_{\lambda}$ is a function belonging to $C_{N}^{2}$ and $d_{L S}\left(I-\mathcal{G}_{0}, \Omega, 0\right)=1$ for every open bounded set $\Omega \subset C_{N}^{1}$ such that $0 \in \Omega$. Hence, by Leray-Schauder degree theory, it will be sufficient to find an open bounded set $\Omega \subset C_{N}^{1}$, containing 0 , such that there are no solutions of (14) on $\partial \Omega$, for every $\lambda \in[0,1]$, in order to prove the existence of a solution of (3).

We are going to prove the existence of such a set, looking for some positive constants $A, B, M$ defining $\Omega$ as follows:

$$
\begin{equation*}
\Omega=\left\{v \in C_{N}^{1}:-A<v(r)<B \text { and }\left|v^{\prime}(r)\right|<M, \forall r \in\left[R_{1}, R_{2}\right]\right\} \tag{15}
\end{equation*}
$$

First of all, we show now that all the solutions of (14) cannot remain large because of assumptions (5) and (6). We will prove the following claim.

Claim. Every solution $v$ of (14) satisfies $|v(r)|<d$ for some $r \in\left[R_{1}, R_{2}\right]$.
Consider a solution $v$ of (14) such that $v(r)>d$ for every $r \in\left[R_{1}, R_{2}\right]$. It satisfies also the following differential equation for every $r \in\left[R_{1}, R_{2}\right]$ :

$$
\begin{equation*}
\frac{d}{d r}\left(r^{N-1} v^{\prime}(r)\right)=-r^{N-1}[\lambda(g(r, v(r))+e(r))+(1-\lambda) \eta v(r)] \tag{16}
\end{equation*}
$$

Integrating it in the interval $\left[R_{1}, R_{2}\right]$, we get

$$
0=-\int_{R_{1}}^{R_{2}} r^{N-1}[\lambda(g(r, v(r))+\bar{e})+(1-\lambda) \eta v(r)] d r
$$

Notice that, by (5), the integral must be negative, providing a contradiction. A similar computation proves also the impossibility of having a solution $v$ of (14) such that $v(r)<-d$ for every $r \in\left[R_{1}, R_{2}\right]$. We have so proved the claim.

The proof of Theorem 2.2 consists of three steps: in each one we provide one of the needed constants $A, B, M$ which appear in (15).

- Step 1 (Find the constant B). The positive constant $B$ can be chosen in the set of the values of the previously introduced sequence $\left(\omega_{n}\right)_{n}$, taking $n$ sufficiently large. In fact, suppose by contradiction that there exist a sequence $\left(\lambda_{n}\right)_{n}$, with $\lambda_{n} \in[0,1]$ for every $n$, a subsequence of $\left(\omega_{n}\right)_{n}$, still denoted $\left(\omega_{n}\right)_{n}$, and a sequence of solutions $v_{n}$ to (14), with $\lambda=\lambda_{n}$, such that $\max _{\left[R_{1}, R_{2}\right]} v_{n}=$ $\omega_{n}$. The maximum is reached at the instant

$$
r_{M}^{n}=\max \left\{r \in\left[R_{1}, R_{2}\right]: v_{n}(r)=\omega_{n}\right\}
$$

The Claim permits us to define also

$$
r_{d}^{n}=\max \left\{r \in\left[R_{1}, R_{2}\right]: v_{n}(r)=d\right\} .
$$

We consider two different situations, up to subsequences.
$\diamond$ Case 1: $r_{M}^{n}<r_{d}^{n}$.
In this situation, the solution reaches its maximum at $r_{M}^{n}$ and then becomes small reaching the value $d$ at

$$
\tilde{r}_{n}=\min \left\{r \in\left[r_{M}^{n}, R_{2}\right]: v_{n}(r)=d\right\} .
$$

For every $r \in\left[r_{M}^{n}, \tilde{r}_{n}\right]$ such that $v_{n}^{\prime}(r)<0$, it is possible to find a value $s(r) \in\left[r_{M}^{n}, r\right)$ such that $v_{n}^{\prime}(s(r))=0$ and $v_{n}^{\prime}(r)<0$ for every $s \in(s(r), r]$. Consider the differential equation in (14) with $v=v_{n}$ and $\lambda=\lambda_{n}$. Using (5) and (7), we have

$$
-v_{n}^{\prime \prime}(s) \leq \phi\left(v_{n}(s)\right)+\|e\|_{\infty} \quad \text { for every } s \in[s(r), r]
$$

and multiplying by $v_{n}^{\prime}(s) \leq 0$ and integrating in the interval $[s(r), r]$, we obtain

$$
-\frac{1}{2} v_{n}^{\prime}(r)^{2} \geq \Phi\left(v_{n}(r)\right)-\Phi\left(v_{n}(s(r))\right)+\|e\|_{\infty}\left(v_{n}(r)-v_{n}(s(r))\right) .
$$

Using the monotonicity of $\Phi$ in the interval $[d,+\infty)$, we get

$$
1 \geq \frac{1}{\sqrt{2}} \frac{-v_{n}^{\prime}(r)}{\sqrt{\Phi\left(\omega_{n}\right)-\Phi\left(v_{n}(r)\right)+\|e\|_{\infty}\left(\omega_{n}-v_{n}(r)\right)}},
$$

for every $r \in\left[r_{M}^{n}, \tilde{r}_{n}\right]$ such that $v_{n}^{\prime}(r)<0$. The previous inequality holds also when $v_{n}^{\prime}>0$, so we can obtain the following contradiction using (12):

$$
\begin{aligned}
\tilde{r}_{n}-r_{M}^{n} & \geq \frac{1}{\sqrt{2}} \int_{r_{M}^{n}}^{\tilde{r}_{n}} \frac{-v_{n}^{\prime}(r)}{\sqrt{\Phi\left(\omega_{n}\right)-\Phi\left(v_{n}(r)\right)+\|e\|_{\infty}\left(\omega_{n}-v_{n}(r)\right)}} d r \\
& =T\left(\omega_{n}\right)>R_{2}-R_{1} .
\end{aligned}
$$

$\diamond$ Case 2: $r_{M}^{n}>r_{d}^{n}$.
We want to show that, in this situation, the solutions $v_{n}$ must reach a negative minimum $m_{n}=\min _{\left[R_{1}, R_{2}\right]} v_{n}$ which is large in absolute value, in particular we will prove that

$$
\begin{equation*}
\lim _{n} m_{n}=-\infty \tag{17}
\end{equation*}
$$

We consider the last point of minimum

$$
r_{m}^{n}=\max \left\{r \in\left[R_{1}, R_{2}\right]: v_{n}(r)=m_{n}\right\}<r_{M}^{n} .
$$

Arguing by contradiction, we suppose that there exists a constant $C>0$ such that, up to a subsequence, $v_{n}(r) \geq-C$ for every $r \in\left[R_{1}, R_{2}\right]$ and every $n \in \mathbb{N}$. Defining

$$
\begin{equation*}
\tilde{g}_{n}(r)=-r^{N-1}\left[\lambda_{n}\left(g\left(r, v_{n}(r)\right)+\bar{e}\right)+\left(1-\lambda_{n}\right) \eta v_{n}(r)\right] \tag{18}
\end{equation*}
$$

we verify, using (16), that

$$
\int_{R_{1}}^{R_{2}} \tilde{g}_{n}(r) d r=0
$$

Hence, being $\tilde{g}_{n}$ negative when $v_{n}>d$,

$$
\begin{aligned}
\int_{R_{1}}^{R_{2}}\left|\tilde{g}_{n}(r)\right| d r & =\int_{v_{n}>d}-\tilde{g}_{n}(r) d r+\int_{-C \leq v_{n} \leq d}\left|\tilde{g}_{n}(r)\right| d r \\
& \leq 2 \int_{-C \leq v_{n} \leq d}\left|\tilde{g}_{n}(r)\right| d r
\end{aligned}
$$

which is bounded. Form (16) and the previous computation, we obtain

$$
\begin{equation*}
\left\|\frac{d}{d r}\left(r^{N-1} v_{n}^{\prime}\right)\right\|_{L^{1}} \leq D \tag{19}
\end{equation*}
$$

for a suitable constant $D$, independent of $n$. Thus, for every $r \in\left(r_{m}^{n}, R_{2}\right]$,

$$
r^{N-1} v_{n}^{\prime}(r)=\left(r_{m}^{n}\right)^{N-1} v_{n}^{\prime}\left(r_{m}^{n}\right)+\int_{r_{m}^{n}}^{r}\left(s^{N-1} v_{n}^{\prime}(s)\right)^{\prime} d s \leq D
$$

Hence, $v_{n}^{\prime}(r)<D / R_{1}^{N-1}$ for every $r>r_{m}^{n}$, for every $n$. The following computation gives us a contradiction with the assumption $\omega_{n} \rightarrow+\infty$ giving us the proof of the limit in (17):

$$
\omega_{n}=v_{n}\left(r_{M}^{n}\right)=v_{n}\left(r_{m}^{n}\right)+\int_{r_{m}^{n}}^{r_{M}^{n}} v_{n}^{\prime}(s) d s \leq d+\frac{D}{R_{1}^{N-1}}\left(R_{2}-R_{1}\right)
$$

Being (17) valid, we can assume $m_{n}<-d$ for every $n$. Consider

$$
\hat{r}_{n}=\min \left\{r \in\left(r_{m}^{n}, r_{d}^{n}\right): v_{n}(r)=-d\right\}
$$

Arguing as in Case 1, we can find, for every $r \in\left[r_{m}^{n}, \hat{r}_{n}\right]$ such that $v_{n}^{\prime}(r)>0$, a value $s(r) \in\left[r_{m}^{n}, r\right)$ such that $v_{n}^{\prime}(s(r))=0$ and $v_{n}^{\prime}(s)>0$ for every $s \in(s(r), r]$. Considering the differential equation in (14) with $v=v_{n}$ and $\lambda=\lambda_{n}$, we can write, using (6) and (7),

$$
-v_{n}^{\prime \prime}(s) \geq \phi\left(v_{n}(s)\right)-\|e\|_{\infty} \quad \text { for every } s \in[s(r), r]
$$

Multiplying it by $v_{n}^{\prime}(s) \geq 0$ and integrating in the interval $[s(r), r]$, using the monotonicity of $\Phi$ in $(-\infty,-d]$, we obtain, arguing as above,

$$
1 \geq \frac{1}{\sqrt{2}} \frac{v_{n}^{\prime}(r)}{\sqrt{\Phi\left(m_{n}\right)-\Phi\left(v_{n}(r)\right)-\|e\|_{\infty}\left(m_{n}-v_{n}(r)\right)}}
$$

for every $r \in\left[r_{m}^{n}, \hat{r}_{n}\right]$, thus giving us the following contradiction when $n$ is large enough, using (13):

$$
\begin{aligned}
\hat{r}_{n}-r_{m}^{n} & \geq \frac{1}{\sqrt{2}} \int_{r_{m}^{n}}^{\hat{r}_{n}} \frac{v_{n}^{\prime}(r)}{\sqrt{\Phi\left(m_{n}\right)-\Phi\left(v_{n}(r)\right)-\|e\|_{\infty}\left(m_{n}-v_{n}(r)\right)}} d r \\
& =T\left(m_{n}\right)>R_{2}-R_{1}
\end{aligned}
$$

We have just proved that there cannot exist solutions to (14) such that $\max _{\left[R_{1}, R_{2}\right]} v_{n}=\omega_{n}$ if $n$ is large enough. So, we can choose $B$ among such values.

Step 2 (Find the constant $A$ ). When $B$ is fixed, it is possible to prove that there cannot exist solutions to (14), for a certain $\lambda$, having $\max _{\left[R_{1}, R_{2}\right]} v<B$ with a large (in absolute value) negative minimum.

Suppose by contradiction that, for every $m \in \mathbb{N}$, there exists a solution $v_{m}$ to (14), for a certain $\lambda$, with $\max _{\left[R_{1}, R_{2}\right]} v_{m}<B$, such that $\min _{\left[R_{1}, R_{2}\right]} v_{m}<-m$. By the Claim, if $-m<-d$ then $\max _{\left[R_{1}, R_{2}\right]} v_{m}>-d$.

Arguing as above, we can define the function $\tilde{g}_{m}$ as in (18) and, being $\tilde{g}_{m}$ positive when $v_{m}<-d$, with a similar procedure, we can find a constant $D^{\prime}$ (independent of $m$ ) such that $v_{m}^{\prime}<D^{\prime} / R_{1}^{N-1}$ so to obtain

$$
\begin{aligned}
-d<\max _{\left[R_{1}, R_{2}\right]} v_{m} & \leq \min _{\left[R_{1}, R_{2}\right]} v_{m}+\frac{D^{\prime}}{R_{1}^{N-1}}\left(R_{2}-R_{1}\right) \\
& <-m+\frac{D^{\prime}}{R_{1}^{N-1}}\left(R_{2}-R_{1}\right)
\end{aligned}
$$

which gives us a contradiction when $m$ is large enough. Hence, we can find a positive constant $A$, such that every solution $v$ to (14) satisfying $\max _{\left[R_{1}, R_{2}\right]} v<$ $B$ must also satisfy $\min _{\left[R_{1}, R_{2}\right]} v>-A$.

- Step 3 (Find the constant M). Consider a solution $v$ of (14) with $-A<$ $v<B$, then by (16) it is easy to see that

$$
r^{N-1}\left|v^{\prime}(r)\right| \leq \int_{R_{1}}^{R_{2}}\left|\frac{d}{d s}\left(s^{N-1} v^{\prime}(s)\right)\right| d s \leq K r^{N}
$$

for a suitable positive constant $K$. So, we get $\left|v^{\prime}\right| \leq K R_{2}$ and setting, for example, $M=K R_{2}+1$ also the third step of the proof is completed.

We have just found the three constants $A, B, M$ describing a set $\Omega$ suitable to apply the Leray-Schauder degree theory, completing the proof of Theorem 2.2.

### 3.2. Proof of Theorem 2.6

The proof is rather similar to the one of Theorem 2.2. Proposition 3.1 remains valid also under the assumptions of Theorem 2.6.

It is not restrictive to assume $d>\max \{-\beta, \alpha\}$. Let us consider first the case $\beta<0<\alpha$. As above, we can find a sequence of values $\left(\omega_{n}\right)_{n}$ and a constant $\bar{\omega}$ satisfying (12) and (13). We can introduce problem (14) and the operator $\mathcal{G}_{\lambda}$, but we are now going to look for a different kind of set $\Omega$. In particular it will be of the form

$$
\begin{gathered}
\Omega=\left\{v \in C_{N}^{1}:-A<v(r)<B,\left|v^{\prime}(r)\right|<M \text { for every } r \in\left[R_{1}, R_{2}\right]\right. \\
\text { and } \left.\exists r_{0} \in\left[R_{1}, R_{2}\right]: \beta<v\left(r_{0}\right)<\alpha\right\} .
\end{gathered}
$$

The impossibility of having solutions $v$ to (14) satisfying $\max _{\left[R_{1}, R_{2}\right]} v=\beta$ or $\min _{\left[R_{1}, R_{2}\right]} v=\alpha$ is given by assumption (11). The proof of this theorem follows the main procedure of the one of Theorem 2.2 and consists of three steps, too.

- Step 1 (Find the constant B). It is possible to find the constant $B$ in the set of the values of the sequence $\left(\omega_{n}\right)_{n}$. If $n$ is chosen large enough, one can prove that any solution $v$ to (14), with $\beta<v\left(r_{0}\right)<\alpha$ for a certain $r_{0} \in\left[R_{1}, R_{2}\right]$, must satisfy $\max _{\left[R_{1}, R_{2}\right]} v \neq \omega_{n}$.
- Step 2 (Find the constant $A$ ). It is possible to find the constant $A$ choosing it sufficiently large in order to obtain that any solution $v$ to (14), with $\beta<$ $v\left(r_{0}\right)<\alpha$ for a certain $r_{0} \in\left[R_{1}, R_{2}\right]$ and satisfying $\max _{\left[R_{1}, R_{2}\right]} v<B$, must also satisfy $\min _{\left[R_{1}, R_{2}\right]} v>-A$.
- Step 3 (Find the constant $M$ ). It is possible to find a constant $M$, sufficiently large, in order to guarantee that any solution $v$ to (14), with $-A<v(r)<B$ for every $r \in\left[R_{1}, R_{2}\right]$, must satisfy $\max _{\left[R_{1}, R_{2}\right]}\left|v^{\prime}\right|<M$.

We emphasize that, in order to adapt the proof of Theorem 2.2 to the assumptions of Theorem 2.6, we have to rewrite the part involving the estimate in (19). In this part, in fact, we have used the property $\operatorname{sgn}(v)(g(r, v)+\bar{e})>0$ which does not hold necessarily under the assumptions of Theorem 2.6. So, we are going to rewrite this part.

We can assume $\chi>\bar{e}$ and rename the function $\tilde{g}_{n}$, appearing in (18), as

$$
\tilde{g}_{n}(r)=-r^{N-1}\left[\lambda_{n}\left(g\left(r, v_{n}(r)\right)+\chi\right)+\left(1-\lambda_{n}\right) \eta v_{n}(r)\right],
$$

so that

$$
\frac{d}{d r}\left(r^{N-1} v_{n}^{\prime}(r)\right)^{\prime}=\tilde{g}_{n}(r)+\lambda_{n} r^{N-1}(\chi-e(r))
$$

Integrating the equation in the interval $\left[R_{1}, R_{2}\right]$, we obtain

$$
\int_{R_{1}}^{R_{2}} \tilde{g}_{n}(s) d s \geq-\frac{\chi-\bar{e}}{N}\left(R_{2}^{N}-R_{1}^{N}\right)
$$

Let us define $H=(\chi-\bar{e})\left(R_{2}^{N}-R_{1}^{N}\right) / N$. Being $\tilde{g}_{n}<0$ when $v_{n}>d$, we have

$$
\begin{aligned}
\int_{R_{1}}^{R_{2}}\left|\tilde{g}_{n}(s)\right| d s & =\int_{v_{n}>d}-\tilde{g}_{n}(s) d s+\int_{-C \leq v_{n} \leq d}\left|\tilde{g}_{n}(s)\right| d s \\
& \leq H+\int_{-C \leq v_{n} \leq d} \tilde{g}_{n}(s) d s+\int_{-C \leq v_{n} \leq d}\left|\tilde{g}_{n}(s)\right| d s \\
& \leq H+2 \int_{-C \leq v_{n} \leq d}\left|\tilde{g}_{n}(s)\right| d s
\end{aligned}
$$

which is bounded, independently of $n$. Then,

$$
\begin{aligned}
& \int_{R_{1}}^{R_{2}}\left|\frac{d}{d s}\left(s^{N-1} v_{n}^{\prime}(s)\right)\right| d s \leq \int_{R_{1}}^{R_{2}}\left|\tilde{g}_{n}(s)\right| d s+\frac{\chi}{N}\left(R_{2}^{N}-R_{1}^{N}\right) \\
&+\int_{R_{1}}^{R_{2}} s^{N-1}|e(s)| d s \leq D^{\prime}
\end{aligned}
$$

for a suitable constant $D^{\prime}$, independent of $n$. We thus obtain

$$
\left\|\frac{d}{d r}\left(r^{N-1} v_{n}^{\prime}\right)\right\|_{L^{1}} \leq D^{\prime}
$$

for every $n$. Then the proof works as the one of Theorem 2.2.
The proof of Theorem 2.6, is now completed only in the case $\beta<0<\alpha$. Suppose now that this condition is not fulfilled. Choosing $\xi \in(\beta, \alpha)$ and defining $h(r, v)=g(r, v+\xi)$, we can verify that the assumptions of Theorem 2.6 are also satisfied for $\beta_{1}=\beta-\xi<0<\alpha-\xi=\alpha_{1}$ and $\phi_{1}=\phi(\cdot+\xi)$, even slightly modifying the other values. Thus, we can find a solution $z$ of

$$
\begin{cases}-\Delta z=h(|x|, z)+e(|x|) & \text { in } \mathcal{A}^{N}\left(R_{1}, R_{2}\right) \\ \frac{\partial z}{\partial \nu}=0 & \text { on } \partial \mathcal{A}^{N}\left(R_{1}, R_{2}\right)\end{cases}
$$

so that the function $u=z+\xi$ is a solution to (2), thus completing the proof.

### 3.3. Proof of Theorems 2.7 and 2.8

It is easy to prove that the requirement $g(\mathbb{R})=\mathbb{R}$ is a necessary condition. So, we will prove only that it is also sufficient. By hypothesis, for every continuous function $e$, it is possible to find $\alpha, \beta \in \mathbb{R}$ such that $g(\alpha) \geq\|e\|_{\infty}$ and $g(\beta) \leq$ $-\|e\|_{\infty}$, thus having the property of being respectively a lower and an upper constant solution to (2). The case $\alpha \leq \beta$ follows from classical results (see,
e.g., [4]), so let us assume $\beta<\alpha$. Suppose that ${\lim \inf _{u \rightarrow+\infty} g(u)=-\infty \text {, then it }}$ is possible to find a constant upper solution $\beta_{2}>\alpha$, thus concluding. Similarly, if $\lim \sup _{u \rightarrow-\infty} g(u)=+\infty$, we can find $\alpha_{2}<\beta$ being a constant lower solution. The interesting case is the remaining one: there exists a positive constant $\chi>0$ such that $g(v) \operatorname{sgn}(v) \geq-\chi$. Defining $\phi$ as in (10), the assumption of Theorem 2.6 are fulfilled using the estimates in Proposition 2.1. Applying Theorem 2.6 we complete the proof.
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# On quotient orbifolds of hyperbolic 3 -manifolds of genus two 

Annalisa Bruno and Mattia Mecchia


#### Abstract

We analyse the orbifolds that can be obtained as quotients of genus two hyperbolic 3-manifolds by their orientation preserving isometry groups. The genus two hyperbolic 3-manifolds are exactly the hyperbolic 2-fold branched coverings of 3-bridge links. If the 3-bridge link is a knot, we prove that the underlying topological space of the quotient orbifold is either the 3-sphere or a lens space and we describe the combinatorial setting of the singular set for each possible isometry group. In the case of 3-bridge links with two or three components, the situation is more complicated and we show that the underlying topological space is the 3-sphere, a lens space or a prism manifold. Finally we present an infinite family of hyperbolic 3-manifolds that are simultaneously the 2-fold branched covering of three inequivalent knots, two with bridge number three and the third one with bridge number strictly greater than three.
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## 1. Introduction

In this paper we consider quotient orbifolds obtained from the smooth action of finite groups on hyperbolic 3-manifolds admitting a Heegaard splitting of genus two.

A genus $n$ Heegaard splitting of a closed orientable 3-manifold $M$ is a decomposition of $M$ into a union $V_{1} \cup V_{2}$ of two handlebodies of genus $n$ intersecting in their common boundary (the Heegaard surface of the splitting). The genus of $M$ is the lowest genus for which $M$ admits a Heegaard splitting. The only 3 -manifold of genus 0 is the 3 -sphere while the genus one 3 -manifolds are the lens spaces and $S^{1} \times S^{2}$. We remark that two is the lowest possible genus for a hyperbolic manifold.

Quotient orbifolds of 3-manifolds admitting a Heegaard splitting of genus 2 were also studied by J. Kim by using different methods (see [9]). In his paper J. Kim considered only groups leaving invariant the Heegaard splitting
of genus 2. Here we do not make this assumption. On the other hand the results in [9] include also non hyperbolic 3-manifolds.

We recall that 3 -bridge knots are strictly related to genus two 3 -manifolds. An $m$-bridge presentation of a knot $K$ in the 3 -sphere $S^{3}$ is a decomposition of the pair $\left(S^{3}, K\right)$ into a union $\left(B_{1}, a_{1}\right) \cup\left(B_{2}, a_{2}\right)$ where $B_{i}$ for $i=1,2$ is a 3 -ball and $a_{i}$ is a set of $m$ arcs which are embedded in the standard way in $B_{i}$. We shall say that $K$ is an $m$-bridge knot if $m$ is the minimal number for which $K$ admits an $m$-bridge presentation (see [17]).

Now a genus two closed orientable surface admits a hyperelliptic involution, (i.e. the quotient of the surface by the involution is $S^{2}$ ). This involution extends in a standard way to a handlebody of genus two and has the property that, up to isotopy, any diffeomorphism of the surface commutes with it. So for any genus two Heegaard splitting of $M$ there exists an orientation preserving involution of $M$, which we shall also call hyperelliptic, which leaves invariant the Heegaard splitting and induces the hyperelliptic involution on the Heegaard surface (in contrast with the two-dimensional case, a genus two 3-manifold admits, in general, more than one hyperelliptic involution, even up to isotopy).

The quotient of $M$ by a hyperelliptic involution is topologically $S^{3}$ and its singular set is a link $L$. In this case the Heegaard splitting of $M$ naturally induces a 3 -bridge presentation $\left(B_{1}, a_{1}\right) \cup\left(B_{2}, a_{2}\right)$ of $L$ where each $\left(B_{i}, a_{i}\right)$ is the quotient of a handlebody of the Heegaard splitting .

Conversely, a sphere that induces an $m$-bridge presentation of $L$ lifts to a Heegaard surface of genus $m-1$ of the 2 -fold branched covering of $L$. In particular a 3-bridge presentation induces a genus two Heegaard splitting of the 2 -fold branched covering and the covering involution is hyperelliptic.

We can conclude that the hyperbolic 3-manifolds of genus two are exactly the hyperbolic 3 -manifolds that are the 2 -fold branched covering of a 3-bridge link. This representation is not unique, in fact there exist examples of three inequivalent 3-bridge knots with the same hyperbolic 2-fold branched covering (see [10, Section 5]). In [16] it is proved that a hyperbolic 3-manifold of genus two is the 2 -fold branched covering of at most three 3 -bridge links. The representation of 3 -manifolds as 2 -fold branched coverings of knots and links have been extensively studied (see for example the survey by L. Paoluzzi [15] and the recent results by J.E. Greene [7])

In this paper we prove the following theorem about the structure of the quotient orbifolds of hyperbolic 3-manifolds of genus two. We remark that by the Thurston orbifold geometrization theorem (see [4]), any periodic diffeomorphism of a hyperbolic 3-manifold $M$ is conjugate to an isometry of $M$, so we can suppose that the covering transformation of a 3-bridge link is an isometry. We recall also that a prism manifold is a Seifert 3-manifold such that its base orbifold is a 2 -sphere with three singular points, two of them of singularity index 2 (see [14]).

Theorem 1.1. Let $L$ be a 3-bridge link and let $M$ be the 3-manifold of genus 2 that is the 2-fold branched covering of $L$ Suppose that $M$ is hyperbolic and denote by $G$ a group of orientation preserving isometries of $M$ containing the covering involution of $L$.

1. If $L$ is a knot, then the underlying topological space of $M / G$ is either $S^{3}$ or a lens space and the combinatorial setting of the singular set of $M / G$ is represented in Figure 1. If the underlying topological space is a lens space, then the covering transformation of $L$ is central in $G$.
2. If $L$ has two or three components, the underlying topological space of $M / G$ is $S^{3}$, a lens space or a prism manifold. If the underlying topological space is a prism manifold, then

- the symmetries of $L$ that are projections of elements of $G$ and fix setwise each component of $L$ form a non-trivial cyclic group acting freely on $S^{3}$;
- the symmetries of $L$ preserving the orientation of $S^{3}$ induce a group acting faithfully on the set of the components of $L$ that is isomorphic to the symmetry group $\mathcal{S}_{n}$ where $n$ is the number of the components.


Figure 1: Admissible singular sets for $M / G$ if $L$ is a knot.

The proof of the theorem is based on the characterization of the isometry group of the hyperbolic 3-manifolds of genus two given in [10].

By Thurston orbifold geometrization theorem (see [4]) any finite group of diffeomorphisms of $M$ is conjugate to a group of isometries, so the theorem holds also for finite groups of diffeomorphisms containing a hyperelliptic involution.

The underlying topological spaces are analysed both for knots and links with more than one component. In the knot case, if the underlying topological space is not $S^{3}$, then the hyperelliptic involution of $L$ is central and each element of $G$ projects to a symmetry of $L$ (the 2 -fold branched covering has no " hidden symmetries"). We remark also that the situation of quotient orbifolds with
underlying topological space that is neither the 3 -sphere nor a lens space is very special.

More details about the quotients are contained in Section 3 and 4. In particular in Figure 20 the case of knots is summarized, distinguishing for each group, that can occur as $G$, the possible combinatorial settings of the singular set of $M / G$. In principle a similar analysis could be done when $L$ is not a knot but in the link case the number of possible graphs for the singular set of $M / G$ is very large and we obtain a very long and complicated list.

In this paper we define a hyperelliptic involution of a genus two 3-manifold as an extension of a hyperelliptic involution of the Heegaard surface of genus two. Often in literature an involution $t$ acting on a 3 -manifold $M$ is defined to be hyperelliptic if it gives $S^{3}$ as underlying topological of the quotient $M / t$. We know that a hyperelliptic involution in our sense is hyperelliptic in this broader sense. One might ask if for genus two 3-manifolds the two definitions coincide. The answer is no, in fact, in the last section of the paper, we present an infinite family of genus two 3 -manifolds that are the 2 -fold branched coverings of knots with bridge number strictly greater than three. Since the bridge number of the knots is not three, the covering involutions of these branched coverings are not hyperelliptic in our sense but they give $S^{3}$ as underlying topological space of the quotient. Each of these manifolds is also the 2 -fold branched covering of two inequivalent 3 -bridge knots. This family gives also examples of 2 -fold branched coverings where a sphere giving a minimal bridge presentation of the knot does not lift to a Heegaard surface of minimal genus. A different method to obtain examples of this phenomenon and some comments about it can be found in [8].

## 2. Preliminaries

In this section we present some preliminary results about finite group actions on 3 -manifolds, and in particular on the 3 -sphere.

Proposition 2.1. Let $G$ be a finite group of orientation preserving diffeomorphisms of a closed orientable 3-manifold and let $h$ be an element in $G$ with nonempty connected fixed point set. Then the normalizer $N_{G} h$ of the subgroup generated by $h$ in $G$ is isomorphic to a subgroup of a semidirect product $\mathbb{Z}_{2} \ltimes\left(\mathbb{Z}_{a} \times \mathbb{Z}_{b}\right)$, for some positive integers $a$ and $b$, where a generator of $\mathbb{Z}_{2}$ (a h-reflection) acts on the normal subgroup $\mathbb{Z}_{a} \times \mathbb{Z}_{b}$ of h-rotations by sending each element to its inverse.

Proof. The fixed point set of $h$ is a simple closed curve $K$, which is invariant under the action of $N_{G} h$. By a result of Newman (see [5, Theorem 9.5]), a periodic transformation of a manifold which is the identity on an open subset is the identity. Thus the action of an element of $N_{G} h$ is determined by its
action on a regular neighborhood of $K$ where it is a standard action on a solid torus. Every element of $N_{G} h$ restricts to a reflection (strong inversion) or to a (possibly trivial) rotation on $K$. The subgroup of $h$-rotations has index one or two in $N_{G} h$ and is abelian. It has a cyclic subgroup (the elements fixing $K$ pointwise) with cyclic quotient group, so it is abelian of rank at most two.

We consider now the finite subgroups of $\mathrm{SO}(4)$ and their action on the unit sphere $S^{3}=\left\{(x, y, z, w) \in \mathbb{R}^{4} \mid x^{2}+y^{2}+z^{2}+w^{2}=1\right\}$. We recall that a nontrivial element of prime order in $\mathrm{SO}(4)$ either acts freely or fixes pointwise a simple closed curve in $S^{3}$. The finite subgroups of $\mathrm{SO}(4)$ are classified by Seifert and Threlfall ([19] and [20]). In Lemma 2.2 we collect some properties of these groups which we need in this paper. The results in Lemma 2.2 can be obtained from the classification and the results contained in [11], but here a direct proof seems to be more suitable. Point 2 of Lemma 2.2 is taken from [3]; the paper is no longer available, since it was a previous version of the paper [2], where this statement is not considered.

Lemma 2.2. Let $G$ be a finite subgroup of $\mathrm{SO}(4)$.

1. Suppose that $G$ is abelian, then either it has rank at most two or it is an elementary 2-group of rank three. If $G$ acts freely on $S^{3}$, it is cyclic. If $G$ has rank at most two, then either at most two simple closed curves of $S^{3}$ are fixed pointwise by some nontrivial element of $G$ or $G$ is an elementary 2-group of rank two and the whole G fixes two points (where the fixed-point sets of the three involutions meet).
2. If $G$ is generalized dihedral (i.e. $G$ is a semidirect product of an abelian subgroup of index two with a subgroup of order two whose generator acts dihedrally on the abelian subgroup of index two), then the underlying topological space of $S^{3} / G$ is $S^{3}$.
3. If $G$ has a cyclic normal subgroup $H$ such that $G / H$ is cyclic of odd order, then $G$ is abelian.

Proof. 1) Since G is abelian, the elements of the group can be simultaneously conjugate to block-diagonal matrices, i.e. $G$ can be conjugate to a group such that each element has the following form:

$$
\left(\begin{array}{c|c}
A & 0_{2} \\
\hline 0_{2} & B
\end{array}\right)
$$

where $A, B \in \mathrm{O}(2)$ and $0_{2}$ is the $2 \times 2$ matrix whose entries are all zero. Then, by using standard arguments from linear algebra, Point 1 can be proved.
2) In this case the group $G$ has an abelian subgroup $R$ of rank at most two and index two. Let $\phi$ and $\psi$ be two elements in $\operatorname{SO}(4)$ that generate $R$. Since $R$ is abelian, the action of $R$ leaves setwise invariant a 2-dimensional plane $P$ in $\mathbb{R}^{4}$, which corresponds to a simple closed curve in $S^{3}$. The group $R$ leaves invariant also $P^{\perp}$, and $P \oplus P^{\perp}$ is a $R$-invariant decomposition of $\mathbb{R}^{4}$. We will prove that also the action of $G$ on $\mathbb{R}^{4}$ leaves invariant setwise a 2-dimensional plane, that may be different from $P$. Let $\sigma$ be an involution not in $R$. We have: $\psi(\sigma(P))=\sigma\left(\psi^{-1}(P)\right)=\sigma(P)$ and $\phi(\sigma(P))=\sigma\left(\phi^{-1}(P)\right)=\sigma(P)$, this implies that the set $Q=P \cap \sigma(P)$ is $G$-invariant.

If $Q=P$, then $P$ is a 2 -dimensional plane left setwise invariant by $P$.
If $Q$ is a subspace of dimension 1 , then we can construct explicitly another plane that is $G$-invariant. Let $\{v, w\}$ be an orthonormal basis of $P$ such that $v \in Q$. Since $\psi(v)= \pm v$ and $\phi(v)= \pm v$ and $P$ is both $\psi$ - and $\phi$-invariant, we must have that $\psi(w)= \pm w$ and $\phi(w)= \pm w$. Therefore the plane spanned by the vectors $v$ and $w+\sigma(w)$ is $G$-invariant.

If $Q=\{0\}$, we fix again an orthonormal basis $\{v, w\}$ of $P$. If $\psi$ or $\phi$ acts as a reflection on $P$, then a normal subgroup of $G$ leaves pointwise invariant a 2 -dimensional plane which is left setwise invariant by $G$. We can suppose that $\psi$ and $\phi$ act as rotations on the plane $P$ and we will prove that the plane spanned by the couple of vectors $v+\sigma(v)$ and $w-\sigma(w)$ is a $G$-invariant plane. In fact we have that $\psi(v+\sigma(v))=\psi(v)+\psi(\sigma(v))=\psi(v)+\sigma\left(\psi^{-1}(v)\right)$. Supposing $\psi$ acting on the basis in the following way: $\psi(v)=\alpha v+\beta w, \psi(w)=$ $-\beta v+\alpha w$, we have that $\psi^{-1}(v)=\alpha v-\beta w$ and $\psi^{-1}(w)=\beta v+\alpha w$. Then $\psi(v+\sigma(v))=\alpha v+\beta w+\sigma(\alpha v-\beta w)=\alpha(v+\sigma(v))+\beta(w-\sigma(w))$ and $\psi(w-\sigma(w))=-\beta v+\alpha w-\sigma(\beta v+\alpha w)=-\beta(v+\sigma(v))+\alpha(w-\sigma(w))$. The same argument works with $\phi$, since it is a rotation on $P$ too, moreover $\sigma(v+\sigma(v))=v+\sigma(v)$ and $\sigma(w-\sigma(w))=-(w-\sigma(w))$. This completes the proof of the fact that $G$ leaves invariant a 2 - plane in $\mathbb{R}^{4}$.

At this point we can suppose that $\sigma(x, y, z, w)=(x,-y, z,-w)$, up to conjugacy. The whole isometry group G respects the Heegaard splitting $S^{3}=$ $T_{1} \cup T_{2}$, where $T_{1}=\left\{(x, y, z, w) \in S_{3}: x^{2}+y^{2} \geq 1 / 2\right\}$ and $T_{2}=\{(x, y, z, w) \in$ $\left.S^{3}: x^{2}+y^{2} \leq 1 / 2\right\}$. We obtain that $G$ acts on the solid tori $T_{1}$ and $T_{2}$ in such a way that their quotients by $G$ are two solid balls $B_{1}$ and $B_{2}$; then $S_{3} / G$ is given by the gluing of a couple of solid balls, that is known to be a 3 -sphere $S_{3}$.
3) Let $\psi$ be a generator of $H$ and $\sigma$ be an element of $G$ such that $\sigma H$ is a generator of $G / H$. We denote by $h$ the natural number smaller than the order of $\psi$ such that $\sigma \psi \sigma^{-1}=\psi^{h}$

If $\psi$ (or any nontrivial element of $H$ ) fixes pointwise a 2-dimensional plane $P$ in $\mathbb{R}^{4}$, then $\sigma$ fixes setwise the same 2-dimensional plane and $P \oplus P^{\perp}$ is a $G$-invariant decomposition of $\mathbb{R}^{4}$. In this case we can reduce the problem to the analysis of the finite subgroups of $\mathrm{O}(2)$ and we are done.

We know that $\psi$ can be conjugate by a matrix in $\mathrm{SO}(4)$ in the form:

$$
\left(\begin{array}{c|c}
A & 0_{2} \\
\hline 0_{2} & B
\end{array}\right)
$$

If $A$ and $B$ have different orders, then we obtain in $H$ a nontrivial element fixing pointwise a 2 -dimensional plane, hence we get the thesis.

We can suppose that $A$ and $B$ have the same order.
We consider $\psi$ as a complex matrix; if $v$ is an eigenvector of $\phi$ corresponding to the eigenvalues $\lambda$, then $\sigma(v)$ is an eigenvector for $\phi$ corresponding to the eigenvalues $\lambda^{h}$.

Suppose first that $\lambda^{h}=\lambda$ for an eigenvalue $\lambda$; since the multiplicative order of $\lambda$ equals the order of $\psi$, we obtain $\sigma \psi \sigma^{-1}=\psi$ and we get the thesis.

Then we can suppose that $\lambda^{h} \neq \lambda$ for each eigenvalue $\lambda$; $\sigma$ induces a bijection on the set of eigenvalues that does not fix any of them. If one of the eigenvalues is -1 , then the order of $\psi$ is two and the matrix is diagonal ( $A$ and $B$ have the same order); in this case $\psi$ is central in $G$. Therefore $\psi$ has two or four different eigenvalues, in any case $\sigma^{4}$ leaves invariant each eigenvalue, hence $\sigma^{4}$ commutes with $\psi$. Since the order of $\sigma H$ is odd, $\sigma^{4} H$ generates $G / H$ and we obtained that $G$ is an abelian group.

## 3. The knot case

In this section we prove Theorem 1.1 in the knot case.
We recall that, since $L$ is a knot, $M$ is a $\mathbb{Z}_{2}$-homology sphere and, by Smith theory (see [12]), the fixed point set of an involution acting on $M$ is either empty or a simple closed curve.

The method we use to investigate $M / G$ is to pass through iterated quotients using a subnormal series of subgroups of $G$. This method can be applied thanks to the fact that, if $G$ is a group acting on a manifold $M$ and $H$ is a normal subgroup of $G$, then the action of $G$ induces an action of $G / H$ on the quotient $M / H$.

In [10] it is proved that either there exists a hyperelliptic involution central in $G$ or $G$ is isomorphic to a subgroup of $\mathbb{Z}_{2} \times \mathbb{S}_{4}$. We consider the two cases.

## Case 1: $G$ contains a central hyperelliptic involution.

Let $t$ be a hyperelliptic involution contained in the centre of $G$ and we suppose that $L$ is the hyperbolic 3 -bridge knot that is the projection of the fixed point set of $t$ on $M /\langle t\rangle \cong S^{3}$.

The whole group $G$ projects to $M /\langle t\rangle$ and the quotient $M / G$ can be factorized through $(M /\langle t\rangle) /(G /\langle t\rangle)$. The Thurston orbifold geometrization theorem
(see [4]) and the spherical space form conjecture for free actions on $S^{3}$ proved by Perelmann (see [13]) imply that every finite group of diffeomorphism of the 3 -sphere is conjugate to a finite subgroup of $\mathrm{SO}(4)$. The finite subgroups of SO(4) were classified by Seifert and Threlfall ([19] and [20], see also [11] for a more geometric approach in terms of quotient orbifolds). Thus we can suppose that $G /\langle t\rangle$ is a group of isometries of $S^{3}$ leaving setwise invariant the knot $L$. We remark that, since $L$ is not a trivial knot, by the positive solution of Smith conjecture (see [12]), $G /\langle t\rangle$ acts faithfully on $L$. In particular $G /\langle t\rangle$ is cyclic or dihedral (see Proposition 2.1).

If the fixed point set (that may be empty) of a symmetry of $L$ is disjoint from the knot, we call it a L-rotation. If the fixed point set of a symmetry of $L$ intersects the knot in two points, we call it a L-reflection.

Suppose first that $G /\langle t\rangle$ consists only of $L$-rotations. In this case $G /\langle t\rangle$ is cyclic and there are at most two simple closed curves that are fixed pointwise by some nontrivial element of $G /\langle t\rangle$ (see Lemma 2.2), thus the singular set of $M / G$ is a link with at most three components. We recall that the quotient of a 3 -sphere by an isometry with non-empty fixed point set is a 3-orbifold with the 3 -sphere as underlying topological space and a trivial knot as singular set, while the quotient by an isometry acting freely is a lens space. Therefore if $G /\langle t\rangle$ is generated by elements with nonempty fixed point set the underlying topological space of the orbifold $M / G$ isa 3 -sphere, otherwise it is a lens-space.

If the group $G /\langle t\rangle$ contains a reflection of $L$, then $G /\langle t\rangle$ is either dihedral or isomorphic to $\mathbb{Z}_{2}$. In any case, by Lemma 2.2 , the underlying topological space of the quotient is a 3 -sphere.

If $G /\langle t\rangle \cong \mathbb{Z}_{2}$, then the orbifold $M / G$ can be obtained as the quotient of $M /\langle t\rangle$ by a $L$-reflection; so the singular set of $M / G$ is a theta-curve. For what concerns the dihedral case, first of all we recall that for $G /\langle t\rangle$ to be dihedral means that it is generated, up to conjugacy, by a $L$-reflection $s$ and by a $L$-rotation $r$. In Lemma 2.2 we defined two tori $T_{1}$ and $T_{2}$ such that $T_{1} \cup T_{2}=S^{3}$ that are left invariant by $G$. Referring to the notation of the proof of Lemma 2.2, we define $C_{1}=\left\{(x, y, z, w) \in S^{3} \mid x^{2}+y^{2}=0\right\}$ and $C_{2}=\left\{(x, y, z, w) \in S^{3} \mid x^{2}+y^{2}=1\right\}$; these curves are the cores of the tori $T_{1}$ and $T_{2}$. We can suppose by conjugacy that the fixed-point sets of the $L$ rotations are contained in $C_{1} \cup C_{2}$.

We consider then the singular set of $S^{3} /(G /\langle t\rangle)$ (where the knot $L$ is not considered singular). The singular set of $S^{3} /(G /\langle t\rangle)$ is contained in the union of the projection of $C_{1} \cup C_{2}$ with the projection of the fixed point sets of the $L$-reflections.

Let $n$ be the order of the $L$-rotation $r$. We distinguish two cases: $n$ odd or $n$ even.

If $n$ is odd, then all the $L$-reflections are conjugate. Therefore if we consider the fixed point sets of the $L$-reflections, the projections of these fixed point sets


Figure 2: Possible singular sets of $S^{3} /(G /\langle t\rangle)$ if $G /\langle t\rangle$ is dihedral and $n$ odd.


Figure 3: Another combinatorial setting build with a closed curve and two edges.
are all identified in a unique closed curve in the quotient $S^{3} /\langle r\rangle$. The involution $s$ acts as a reflection also on the curves $C_{1}$ and $C_{2}$. If we consider the action of the projection of $s$ to $S^{3} /\langle r\rangle$, we can describe the possible combinatorial settings for the singular set. These are represented in Figure 2. Notice that the singular set of $S^{3} /\langle r\rangle$ can also be empty or have only one component; the number of components of $S^{3} /\langle r\rangle$ depends on the number of the simple closed curves, that are fixed pointwise by any $L$-rotation. We denote by $\left[C_{1}\right],\left[C_{2}\right]$ and [Fix $s$ ] the projections to $S^{3} /(G /\langle t\rangle)$ of $C_{1}, C_{2}$ and Fix $s$, respectively.

However here there is something to remark. The first graph is only one of the two combinatorial settings that can be built with a closed curve and two edges with different endpoints. The second possibility is the graph in Figure 3. By Lemma 2.2 we can choose up to conjugacy $s: S^{3} \subset \mathbb{R}^{4} \rightarrow S^{3}$ as the map sending $(x, y, z, w)$ to $(x,-y, z,-w)$, and it is easy to see that the fixed point set of $r$ meets alternately $C_{1}$ and $C_{2}$, so this graph does not occur.

To obtain the singular set of $M / G$, to each graph in Figure 2 we add $[L]$, where $[L]$ is the projection of $L$ to $S^{3} /(G /\langle t\rangle)$. Since $s$ is a $L$-reflection, $[L]$ is an edge with endpoints contained in [Fix $s$ ]. Figure 4 contains all the possibilities, up to knotting; all the edges, except $\left[C_{1}\right]$ and $\left[C_{2}\right]$, must have singularity index two.

On the other hand if $n$ is even, then we do not have a unique conjugacy class for all the $L$-reflections of $G /\langle t\rangle$. Since the fixed point sets of all the elements in the same conjugacy class project to a single curve in the quotient $S^{3} /(G /\langle t\rangle)$, we take into consideration from now on only Fix $s$ and Fix $r s$, taking one representative element for each conjugacy class. In this case the


Figure 4: Possible singular sets of $M / G$ when $G /\langle t\rangle$ is dihedral of order $2 n$ with $n$ odd.
fixed point sets of the $L$-reflections are not all identified in the quotient, but are collected into two different subsets of the singular set of $S^{3} /(G /\langle t\rangle)$, that we can denote simply by [Fix $s$ ] and [Fix $r s$ ].

Notice also that if $n$ is even, $r^{n / 2}$ is a central element in $G /\langle t\rangle$, hence we have a $L$-rotation fixing setwise Fix $s$ and Fix rs.

The type of action of $r^{n / 2}$ on Fix $s$ and Fix $r s$ influences how these curves project to $S^{3} /\langle r\rangle$. In fact, according if this element has empty or non-empty fixed point set, different situations occur.

If Fix $r^{n / 2}$ is empty, then it acts on Fix $s$ and Fix $r s$ as a rotation, and the fixed point sets of $s$ and $r s$ project to two distinct closed curves in $S^{3} /\langle r\rangle$. We remark that $S^{3} /\langle r\rangle$ is not a 3 -sphere. The projection of $s$ to $S^{3} /\langle r\rangle$ is an involution which acts as a reflection on the projections of $C_{1}$ and $C_{2}$ and such that its fixed point set consists of the projections of Fix $s$ and Fix rs. The possible combinatorial structures of the singular set of $S^{3} /(G /\langle t\rangle)$ are presented in Figure 5.

We recall that $L$ meets both Fix $s$ and Fix $s r$ and for the singular set of $M / G$ we obtain one possibility for each of the graphs, as shown in Figure 6 (all the edges but $\left[C_{1}\right]$ and $\left[C_{2}\right]$ must have singularity index two).

If Fix $r^{\frac{n}{2}}$ is non-empty, then clearly it coincides either with $C_{1}$ or with $C_{2}$. In this case, since $r^{\frac{n}{2}}$ commutes both with $s$ and with $r s$ and also with any other involution of $G /\langle t\rangle$, we obtain that $r^{n / 2}$ acts as a strong inversion on both of the closed curves Fix $s$ and Fix rs (see Lemma 2.2). Therefore the projections of Fix $s$ and Fix rs are two arcs in $S^{3} /\langle r\rangle$ with both endpoints in common. Moreover the endpoints of [Fix $s$ ] and [Fix $r s$ ] in $S^{3} /(G /\langle t\rangle)$ coincide with the endpoints of the arc given by the projection of $\operatorname{Fix} r^{\frac{n}{2}}$. If $C_{1}$ is Fix $r^{\frac{n}{2}}$, as before $C_{2}$ links [Fix $s$ ] and [Fix $r s$ ]; the roles of $C_{1}$ and $C_{2}$ can be exchanged. So the possible settings for the singular set of $S^{3} /(G /\langle t\rangle)$ are the ones represented in Figure 7.


Figure 5: Possible singular sets of $S^{3} /(G /\langle t\rangle)$ when $G /\langle t\rangle$ is dihedral of order $2 n$ with $n$ even and the central involution acts freely.


Figure 6: Possible singular sets of $M / G$ when $G /\langle t\rangle$ is dihedral of order $2 n$ with $n$ even and the central involution acts freely.

From these we can build three different graphs that, up to knottings, are the possible singular sets of $M / G$, two from the first graph of Figure 7 and one from the second. The admissible results are shown in Figure 8 (again all the edges, except $\left[C_{1}\right]$ and $\left[C_{2}\right]$, have singularity index two).
Case 2: $G$ is isomorphic to a subgroup of $\mathbb{Z}_{2} \times \mathbb{S}_{4}$.
By [16] the number of hyperelliptic involution is at most three. We recall that by [1] and [18] two hyperelliptic involutions commute and their fixed point sets meet in two points. Here we consider groups containing a non-central hyperelliptic involution. In this case $G$ contains a conjugacy class of hyperelliptic involutions with two or three elements (the property to be hyperelliptic is invariant under conjugation). These groups are described in the proof of $[10$, Theorem 1] (case c) and d) - pages 7 and 8.)


Figure 7: Possible singular sets of $S^{3} /(G /\langle t\rangle)$ when $G /\langle t\rangle$ is dihedral of order $2 n$ with $n$ even and the central involution does not act freely.


Figure 8: Possible singular sets of $M / G$ when $G /\langle t\rangle$ is dihedral of order $2 n$ with $n$ even and the central involution does not act freely.

Case 2.1: $G \cong \mathbb{D}_{8}$.
This case occurs if we have a conjugacy class of hyperelliptic involutions with two elements which we denote by $t_{1}$ and $t_{2}$. By the properties of hyperelliptic involutions, $t_{1}$ and $t_{2}$ generate an elementary subgroup of rank 2 in $G$, and we have a subnormal series,

$$
\left\langle t_{1}\right\rangle \triangleleft\left\langle t_{1}, t_{2}\right\rangle \triangleleft G .
$$

The orbifold $M /\left\langle t_{1}\right\rangle$ has $S^{3}$ as underlying topological space and a knot as singular set. We consider now $M /\left\langle t_{1}, t_{2}\right\rangle$ which is diffeomorphic to the quotient of $\left(M /\left\langle t_{1}\right\rangle\right)$ by the projection of $\left\langle t_{1}, t_{2}\right\rangle$ to $M /\left\langle t_{1}\right\rangle$. Since $t_{2}$ has non empty fixed point set and is a Fix $t_{1}$-reflection, we obtain that the underlying topological space of $M /\left\langle t_{1}, t_{2}\right\rangle$ is $S^{3}$ and its singular set is a knotted theta curve (a graph with two vertices and three edges; each of the three edges connects the two vertices).

Now we consider the action of $G /\left\langle t_{1}, t_{2}\right\rangle$ on $M /\left\langle t_{1}, t_{2}\right\rangle$. For a period two action on a theta-curve $\theta$ we have only three possibilities that are represented in Figure 9.

We can make some remarks on the actions represented. The first action fixes all the three edges and interchanges the vertices, therefore it acts as a rotation with period two around an axis that intersects all the three edges of the thetacurve and leaves the fixed point sets of $t_{1}$ and $t_{2}$ invariant; the second one acts


Figure 9: Possible actions with period two on a theta curve.
as a rotation of order two around an axis that contains one of the edges of the theta-curve, therefore it fixes one entire edge and the vertices and interchanges the remaining two edges; the third one acts as a rotation again of order two, but this time the axis intersects only one of the edges and in only one point, therefore it fixes only the intersection point of the theta-curve with the axis, leaves setwise invariant the edge that intersects the axis and interchanges the other two edges and the vertices. Since we already know that $\mathbb{D}_{8}$ interchanges the fixed point sets of $t_{1}$ and $t_{2}$, the first action is obviously not possible. Since the non-trivial element of $G /\left\langle t_{1}, t_{2}\right\rangle$ has non-empty fixed point set, the orbifold $M / G$ has $S^{3}$ as underlying topological space; the singular set is, up to knottings, one of the two graphs represented in Figure 10 (a theta curve and a "pince-nez" graph). If we obtain a theta curve, then one of the edge has singularity index four (in this case the elements of order four in $G$ have nonempty fixed point set).
(2)

(3)


Figure 10: A theta-curve and a "pince-nez" graph.

Case 2.2: $G \cong \mathbb{Z}_{2} \times \mathbb{D}_{8}$.
This is the second group occurring in the proof of [10, Theorem 1], when the existence of a conjugacy class of hyperelliptic involutions with two elements is assumed; we denote again the two hyperelliptic involutions by $t_{1}$ and $t_{2}$.

The first two quotients we consider are the same of the preceding case and we obtain that $M /\left\langle t_{1}, t_{2}\right\rangle$ is known.

Let $A$ be the subgroup of $G$ obtained by extending $\left\langle t_{1}, t_{2}\right\rangle$ by a non-trivial
element of the centre of $G$ ( $t_{1}$ and $t_{2}$ cannot be in the centre of $G$ ). This means $A \cong \mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ and $A \triangleleft G$. The subnormal series we consider in this case is the following:

$$
\left\langle t_{1}\right\rangle \triangleleft\left\langle t_{1}, t_{2}\right\rangle \triangleleft A \triangleleft G
$$

We consider now the projection of the action of $A$ on $M /\left\langle t_{1}, t_{2}\right\rangle$. $A$ acts leaving both hyperelliptic involutions $t_{1}$ and $t_{2}$ fixed. This means that it does not interchange the fixed point sets of $t_{1}$ and $t_{2}$. This time the only possible action of the three represented in Figure 9 is the first and the resulting singular set of $M / A$ can be represented, up to knottings, as in Figure 11, by a tetrahedral graph. Since the action of $A /\left\langle t_{1}, t_{2}\right\rangle$ is not free, the underlying topological space of $M / A$ is $S^{3}$.


Figure 11: Singular set of $M / A$ : a tetrahedral graph.

The last extension to take into consideration is $A \triangleleft G$, in particular we consider the action of $G / A$ on $M / A$. We ask what actions of period two are combinatorially admissible on a tetrahedral graph. These are represented in Figure 12.


Figure 12: Possible actions of period two on a tetrahedral graph.

The actions represented are respectively a rotation around an axis containing one of the edges and meeting in a point the opposite one (1) and a rotation around an axis meeting a couple of non adjacent edges in one point (2). Therefore we obtain that $M / G$ is an orbifold with underlying topological space a sphere $S^{3}$ and with two possible singular sets, that are the graphs represented in Figure 13 (always up to possible knottings).
(1)

(2)


Figure 13: Graphs that can occur as singular sets of $M / G$, when $G \cong \mathbb{Z}_{2} \times \mathbb{D}_{8}$.

Case 2.3: $G \cong \mathbb{A}_{4}$.
The case $G \cong \mathbb{A}_{4}$ is the first we encounter in which $M$ admits a conjugacy class of three hyperelliptic involutions. This condition is satisfied in all the remaining cases (see proof of [10, Theorem 1]) and we will denote the three hyperelliptic involutions by $t_{1}, t_{2}$ and $t_{3}$. Just as before, we consider a subnormal series of subgroups of $\mathbb{A}_{4}$ :

$$
\left\langle t_{1}\right\rangle \unlhd\left\langle t_{1}, t_{2}\right\rangle \unlhd G .
$$

The first two quotients we need to perform are the same encountered in the previous cases, therefore we begin analyzing the projection of the action of $G$ on the last quotient $M /\left\langle t_{1}, t_{2}\right\rangle$, that we recall is an orbifold with underlying topological space $S^{3}$ and singular set a theta-curve. Noticing that the index of $\left\langle t_{1}, t_{2}\right\rangle$ in $G$ is three, it follows that a non-trivial element $G /\left\langle t_{1}, t_{2}\right\rangle$ acts faithfully as a rotation with period three on $M /\left\langle t_{1}, t_{2}\right\rangle$. There is only one action of this type, that is a rotation around an axis that passes through the vertices of the theta-curve; the rotation permutes the three edges cyclically.

The action of $G /\left\langle t_{1}, t_{2}\right\rangle$ on $M /\left\langle t_{1}, t_{2}\right\rangle$ is clearly not free, so the underlying topological space of $M / G$ is necessarily $S^{3}$. Moreover we can notice that the result of this action is again a theta-curve, but with different singularity indices of the edges as shown in Figure 14.


Figure 14: Singular set of $M / G$, when $G \cong \mathbb{A}_{4}$.

Case 2.4: $G \cong \mathbb{Z}_{2} \times \mathbb{A}_{4}$.
The subnormal series of subgroups we use this time is the following:

$$
\left\langle t_{1}\right\rangle \triangleleft\left\langle t_{1}, t_{2}\right\rangle \triangleleft A \triangleleft G
$$

where $A$ is, as before, the normal subgroup of $G$ isomorphic to $\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ obtained extending $\left\langle t_{1}, t_{2}\right\rangle$ by an element of the centre of the group $G$. In light of what we saw in Case 2.2, we already know that $M / A$ is an orbifold with underlying topological space the 3 -sphere $S^{3}$ and singular set a tetrahedral graph. Therefore we can analyse directly the action of $G / A$ on $M / A$. The group $G / A$ has order three and there is only one admissible action of order three on a tetrahedral graph that is a rotation around an axis passing through one of the vertices of the graph that permutes cyclically the three edges containing the vertex fixed by the action, as well the three edges not containing the vertex. The singular set of $M / G$ is shown, up to knottings, in Figure 15.

Notice that here too the singularity indices of the edges are different. Since the action of $G / A$ is not free, the underlying topological space of $M / G$ is $S^{3}$.


Figure 15: Singular set of $M / G$, when $G \cong \mathbb{Z}_{2} \times \mathbb{A}_{4}$.

Case 2.5: $G \cong \mathcal{S}_{4}$.
Since $t_{1}, t_{2}$ and $t_{3}$ are conjugate and commute, the subgroup $H$ of $G$ isomorphic to $\mathbb{A}_{4}$ contains the three hyperelliptic involutions. To study $M / G$ we consider the following subnormal series of subgroups:

$$
\left\langle t_{1}\right\rangle \triangleleft\left\langle t_{1}, t_{2}\right\rangle \triangleleft H \triangleleft G
$$

We already know that the underlying topological space of $M / H$ is the 3 -sphere and that the singular set is the theta-curve represented in Figure 14, up to knottings. Now the point is to understand how $G / H$ acts on $M / H$. Since it is clear that two fixed point sets that have different singularity indices cannot be identified, the possible actions of $G / H$ are the three represented in Figure 16.

Nevertheless in this case we can exclude some actions. For example the second action would produce as quotient a theta-curve that has one edge of singularity index four, and hence we would have an element $\alpha \in \mathcal{S}_{4}$ of order four

(2)

(3)


Figure 16: Possible actions of order two on the singular set of $M / H$.
and with non-empty fixed point set. This would mean that $\alpha^{2}$ is a hyperelliptic involution of $M$, then $\alpha$ projects to a symmetry that fixes pointwise a 3 -bridge and by the positive solution of Smith Conjecture, this is impossible.

In this case we have a reason to reject also the third action. Notice that on $M /\left\langle t_{1}, t_{2}\right\rangle$ acts also the dihedral group $\mathbb{D}_{6} \cong G /\left\langle t_{1}, t_{2}\right\rangle$. The dihedral group with six elements is generated by a transformation of order two and by a transformation of order three. Since the transformation of order three acts on $M /\left\langle t_{1}, t_{2}\right\rangle$, it must act also on its singular set, which is a theta-curve. Therefore, as we have already seen, the fixed point set of this transformation must be non-empty. Since the relation between the transformation of order two and the rotation of order three is dihedral in $\mathbb{D}_{6}$, the fixed point set of the involution is non-empty too and the involution acts as a strong inversion on the fixed point set of the rotation of order three (see Proposition 2.1).


Figure 17: Singular set of $M / G$, when $G \cong \mathcal{S}_{4}$.
This means that the two fixed point sets intersect and this implies that the result of the action of $G /\left\langle t_{1}, t_{2}\right\rangle$ on $S^{3}$ produces as singular set of the quotient a theta curve with two edges of singularity index two and one edge of singularity index three. This theta curve must be contained in the singular graph of $M / G$, but this does not happen for the "pince-nez" graph that we would obtain as singular set of the third action (while the tetrahedral graph resulting from the first case contains such a graph). Therefore both the second and the third actions are not admissible.

Finally the only possible combinatorial setting of the singular set of the orbifold $M / G$ is the tetrahedral graph shown in Figure 17.


Figure 18: Reflections on the "pince-nez" graphs.

Case 2.6: $G \cong \mathbb{Z}_{2} \times \mathcal{S}_{4}$.
We consider the following subnormal series of subgroups of $G$

$$
\left\langle t_{1}\right\rangle \triangleleft\left\langle t_{1}, t_{2}\right\rangle \triangleleft A \triangleleft J \triangleleft G
$$

where $A$, as before, is the subgroup of $G$ isomorphic to $\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ obtained extending $\left\langle t_{1}, t_{2}\right\rangle$ by an element that belongs to the centre of the group $G$ and $A$ is the normal subgroup of $G$ isomorphic to $\mathbb{Z}_{2} \times \mathbb{A}_{4}$ and containing $A$ as normal subgroup. We already know that the underlying topological space of $M / J$ is $S^{3}$ and that its singular set is the "pince-nez" graph represented in Figure 15 (always up to knottings).
(1)

(2)


Figure 19: Admissible singular sets for $M / G$, when $G \cong \mathbb{Z}_{2} \times \mathcal{S}_{4}$.

It is clear that the action of $G / J$ on $M / J$ is a transformation with period two, since $\mathbb{Z}_{2} \times \mathbb{A}_{4}$ has index two in $\mathbb{Z}_{2} \times \mathcal{S}_{4}$. The peculiarity of this case is that the singular set of the quotient is different according to the knotting of the "pince-nez" graph. In fact the action on the graph is combinatorially unique, but the result depends on the order of intersections of the two loops with the axis of the involution. The action with period two on these graphs is always a rotation that fixes pointwise the middle edge and leaves invariant the two loops, operating a reflection on each of them, but we have to distinguish between the two cases represented by the graphs of Figure 18. In the first case one of the two arcs, in which is divided the axis by the the intersection points between the axis and the first loop, does not contain any intersection point
of the second loop and the axis; in the second case both the arcs contain an intersection point of the second loop and the axis.

We obtain two possible singular sets for the orbifold $M / G$, which are shown, up to knottings, in Figure 19. In any case the underlying topological space is $S^{3}$.

In the table in Figure 20 we summarize the situation.

## 4. The link case

In this section our aim is to generalize the work done in Chapter 3 on 2fold branched coverings of 3 -bridge knots extending our considerations to 2 -fold branched coverings of 3 -bridge links. In light of the definition of bridge number we can deduce that 3 -bridge links can have a maximum of three components. Moreover, in contrast with the case of hyperbolic knots, the constituent knots of a hyperbolic link can also be all trivial.

We denote by $t$ the hyperelliptic involution that is the covering transformation of $L$. In the last part of the proof of [16, Theorem 1] it is proved that, if $L$ has more than one component, then $t$ is central in $G$. Therefore we have that $M / G \cong(M /\langle t\rangle) /(G /\langle t\rangle)$ and each element of $G$ projects to a symmetry of $L$.
of $S^{3}$ lifts to a finite group acting on $M$ and containing $t$ in its centre; by Thurston orbifold geometrization Theorem we can suppose that it is contained up to conjugacy in $G$.

In this case, since a long list of graphs would be produced (with respect to the one of the previous chapter), we don't consider the singular set of the quotients. Our only aim this time is to analyse what the underlying topological space of this quotient is.

If $L$ is a link, the symmetry group of $L$ is not as simple as when $L$ is a knot: it is no more true that it is a subgroup of a dihedral group. Let $G_{0}$ be the normal subgroup of $G$ which consists of the elements fixing setwise each component of Fix $t$. We denote by $\bar{G}$ (resp. $\bar{G}_{0}$ ) the quotient $G /\langle t\rangle$ (resp. $\left.G_{0} /\langle t\rangle\right)$; the group $\bar{G}_{0}$ fixes setwise each component of $L$.

Clearly we have that the quotient group $\bar{G} / \bar{G}_{0}$ is a subgroup of the symmetry group $\mathcal{S}_{n}$, where $n$ is the number of components of the link $L$, hence in our case $\bar{G} / \bar{G}_{0}$ is either a subgroup of $\mathcal{S}_{3}$ or a subgroup of $\mathcal{S}_{2}$. By Proposition 2.1, $\bar{G}_{0} \leq \mathbb{Z}_{2}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)$ for some $m, n \in \mathbb{N}$, i.e. $\bar{G}_{0}$ is isomorphic to a subgroup of a generalized dihedral group. Therefore $\bar{G}_{0}$ has an abelian subgroup of rank at most two of index at most two. We separately analyse the different cases.
Case 1: $\bar{G}_{0} \cong \mathbb{Z}_{2}\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)$, i.e. $\bar{G}_{0}$ is generalized dihedral.
We recall that the underlying topological space of $M /\langle t\rangle$ is $S^{3}$. By Lemma 2.2, we obtain that the underlying topological space of the orbifold $(M /\langle t\rangle) / \bar{G}_{0} \cong$ $M / G_{0}$ is $S^{3}$. What remains to study now is the action of $G / G_{0}$ on $M / G_{0}$, but $G / G_{0}$ is either a subgroup of $S_{3}$ or a subgroup of $S_{2}$, and hence it is cyclic or


Figure 20: Admissible singular set for $M / G$. For the edges of singularity index 2 we omit the label.
dihedral. By Lemma 2.2, we obtain that the underlying topological space of $M / G \cong\left(M / G_{0}\right) /\left(G / G_{0}\right)$ is either $S^{3}$ or a lens space.
Case 2: $\bar{G}_{0} \leq\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right)$, i.e. $\bar{G}_{0}$ is abelian.
In this case what is missing with respect to the previous one is the action of a strong inversion on a component of $L$. Again two cases can occur: $\operatorname{rank} \bar{G}_{0}=1$ or rank $\bar{G}_{0}=2$.
Case 2.1: $\operatorname{rank} \bar{G}_{0}=2$.
In this case $\bar{G}_{0}$ admits a subgroup either of type $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ with $p$ an odd prime or of type $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$.

We begin showing that the first case cannot occur. Suppose that there exists a subgroup $D$ of $\bar{G}_{0}$ such that $D \cong \mathbb{Z}_{p} \times \mathbb{Z}_{p}$ for some prime $p>2$. Let $L_{i}$ be a connected component of the link $L$ and let $X_{i}$ be the subgroup of $D$ made of the isometries that fix pointwise the component $L_{i}$. The group $D / X_{i}$ acts faithfully on the component $L_{i}$, hence the group $D / X_{i}$ must be either cyclic or dihedral. Clearly it cannot be dihedral, being a quotient of an abelian group. This means that $D / X_{i}$ is cyclic, in particular isomorphic to $\mathbb{Z}_{p}$. Therefore, by Lemma 2.2 the group $X_{i}$ is one of the two subgroups of $D$ isomorphic to $\mathbb{Z}_{p}$ that admit nonempty fixed-point set. This argument holds true for all the components of $L$ : the components of $L$ are two and, since $D$ can be simultaneously conjugate to block-diagonal matrices (see proof of Lemma 2.2), $L$ is the Hopf Link. Since the Hopf link is a well known 2-bridge link, this leads to a contradiction.

Suppose now that $\bar{G}_{0}$ contains a subgroup $D$ isomorphic to $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, in this case we prove that the underlying topological space of $M / G_{0}$ is $S^{3}$. Again we consider the quotient $D / X_{i}$, where $X_{i}$ is the normal subgroup of $D$ consisting of the isometries that fix pointwise the component $L_{i}$ of $L$. In this case $D / X_{i}$ can be either cyclic or the whole group $D$.

We suppose that $X_{i}$ is trivial for some component $L_{i}$, thus $D$ contains an $L_{i}$-reflection which we denote by $\alpha$. Suppose that exists an element $\beta \in \bar{G}_{0}$ of order different from two. This element must act as a rotation on the $i$-th component of $L$, but then, since $\alpha$ is a $L_{i}$-reflection, we have that $\alpha \beta \alpha^{-1}=\beta^{-1}$. This implies that $\bar{G}_{0}$ admits a dihedral subgroup, that leads to a contradiction, being $\bar{G}_{0}$ abelian. Therefore we obtain that $\bar{G}_{0}$ is isomorphic to $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$. In this case we are done. In fact, since $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ is always generated by a couple of involutions with non empty fixed point set, then the underlying topological space of $M / G_{0} \cong(M /\langle t\rangle) /\left(G_{0} /\langle t\rangle\right)$ is $S^{3}$.

On the other hand, if $X_{i}$ is non-trivial for each component $L_{i}$ of the link $L$, then again we obtain a contradiction by Lemma 2.2. In fact, if $D$ contains two involutions with non empty fixed point set, then $L$ should be the Hopf link. If $D$ contains three involutions with non empty fixed point set, the components of $L$ should intersect in two points and this is impossible.

Summarizing we obtained that if $\bar{G}_{0}$ has rank two, then $M / G_{0}$ has always
underlying topological space $S^{3}$. As in the previous case, the group $G / G_{0}$ is either cyclic or isomorphic to $\mathcal{S}_{3}$, and this implies that the underlying topological space of $M / G$ is either $S^{3}$ or a lens space.
Case 2.2: $\operatorname{rank} \bar{G}_{0}=1$, i.e. $\bar{G}_{0}$ is cyclic.
The quotient of $S^{3}$ by a cyclic group of isometries is an orbifold with underlying topological space either $S^{3}$ or a lens space.

We distinguish two cases: $\bar{G}_{0}$ admits at least one element acting with non empty fixed point set or $\bar{G}_{0}$ acts freely.

If $\bar{G}_{0}$ does not act freely, then each element in the normalizer of $G_{0}$ fixes setwise each curve fixed by a nontrivial element of $G_{0}$. In fact the different curves are fixed pointwise by elements of different order. This means that $G$ fixes setwise at least a closed curve, therefore, thanks to Proposition 2.1, we can say that $G$ must be a subgroup of a generalized dihedral group and we are done by Lemma 2.2.

On the other hand if $\bar{G}_{0}$ acts freely, then the analysis of the quotient $M / G$ is more complicated. If $\bar{G}=\bar{G}_{0}$, then the underlying topological space is a lens space.

Otherwise the quotient $G / G_{0}$ is isomorphic to $\mathbb{Z}_{2}, \mathbb{Z}_{3}$ or $\mathcal{S}_{3}$.
If $\bar{G} / \bar{G}_{0} \cong \mathbb{Z}_{3}$, then by Lemma 2.2 the group $\bar{G}$ is abelian and the underlying topological space of $M / G$ is either $S^{3}$ or a lens space. If the components are three and $\bar{G} / \bar{G}_{0} \cong \mathbb{Z}_{2}$, then one of the component of $L$ is fixed setwise by $\bar{G}$ and we are done.

In the remaining cases we can suppose that $\bar{G}$ has an abelian subgroup of index two. Up to now we were able to prove that the underlying topological space of $M / G$ is either $S^{3}$ or a lens space, unfortunately in the remaining cases some groups can admit as underlying topological space of the quotient a prism manifold. By analyzing the remaining groups case by case, we can deduce more information about the situations in which a prism manifold can occur, but at this point we prefer to give a shorter argument that simply exclude tetrahedral, octahedral and icosahedral manifolds as underlying topological space of the quotient. Since $\bar{G}$ has an abelian subgroup of index two, the group leaves invariant a fibration of $S^{3}$ (see [11]). The quotient orbifold $S^{3} / \bar{G}$ admits a Seifert fibration induced by the fibration of $S^{3}$ left invariant by $G$. By [11, Lemma 2], the base 2-orbifold $B$ of $S^{3} / \bar{G}$ is the quotient of $S^{2}$ by the action of $\bar{G}$ (which is possibly non-faithfully.) Since $G$ has an abelian subgroup of index 2, either $B$ has a disk as underlying topological space or it is a 2 -sphere with at most one singular point of index strictly greater than 2 (i.e. the cases with base 2-orbifold $S^{2}(2,3,3) S^{2}(2,3,4)$ and $S^{2}(2,3,5)$ in [11, Table 4] are excluded).

If $B$ has underlying topological space the 2-disk, then, by $[6$, Proposition 2.11], the underlying topological space of $S^{3} / \bar{G}$ (and hence of $M / G$ ) is either $S^{3}$ or a lens space.

On the other hand, if the base 2-orbifold has no boundary component, then, by forgetting the orbifold singularity of the fibers, we obtain, from the Seifert fibration of $S^{3} / \bar{G}$, a Seifert fibration of the underlying topological space of $S^{3} / \bar{G}$. The base 2-orbifold of the underlying topological space of $S^{3} / \bar{G}$ can be obtained from $B$ by dividing the index of the singular points by the singularity index of the corresponding fibers. The Euler number of the fibration is not affected by the singularity forgetting process. Since $S^{2}(2,3,3) S^{2}(2,3,4)$ and $S^{2}(2,3,5)$ are excluded as base 2-orbifolds, it turns out that the underlying topological space of $S^{3} / \bar{G}$ is $S^{3}$, a lens space or a prism manifold (see [14] and [11, Table 2,3,4])

## 5. An example

In this section we describe an infinite family of hyperbolic 3-manifolds such that each of them is the 2 -fold branched covering of three inequivalent knots, two of them with bridge number equal to three and the third one with bridge number strictly greater than three.

For any triple of nonzero integers $(i, j, k)$ we can define the 3 -bridge knot $K_{i j k}$ presented in Figure 21.


Figure 21: The knot $K_{i j k}$.

In Figure 21 we have also drawn the axis of a strong inversion $t$ of $K_{i j k}$. Let $\mathcal{O}\left(K_{i j k}\right)$ be the orbifold with underlying topological space $S^{3}$ and $K_{i j k}$ as singular set of index 2 . We consider the quotient orbifold $\mathcal{O}\left(\theta_{i j k}\right):=\mathcal{O}\left(K_{i j k}\right) /\langle t\rangle$ which has $S^{3}$ as underlying topological space. The singular set is a theta-curve $\theta_{i j k}$ with edges $e_{1}, e_{2}$ and $e_{3}$ and constituent knots $A_{1}=e_{2} \cup e_{3}, A_{2}=e_{1} \cup e_{3}$


Figure 22: The theta curve $\theta_{i j k}$.
and $A_{3}=e_{1} \cup e_{2}$. The theta curve $\theta_{i j k}$ is represented in Figure 22 (how to obtain this planar diagram of $\theta_{i j k}$ is explained in [21]).


Figure 23: Symmetry of $\theta_{i i k}$.

The three constituent knots are trivial and the preimage of $e_{1}, e_{2}$ respectively $e_{3}$ in the 2 -fold cyclic branched covering of $S^{3}$ along $A_{1}, A_{2}$ respectively $A_{3}$ is $K_{1}=K_{i j k}, K_{2}=K_{j k i}$ respectively $K_{3}=K_{k i j}$. Finally, if we take the two fold branched covering of $K_{1}, K_{2}$ or $K_{3}$, we get the same manifold $M$ : the manifold $M$ is the $\mathbb{D}_{4}$ covering of $\mathcal{O}\left(\theta_{i j k}\right)$. In [21] it is proved that $M$ is hyperbolic for $|i|,|j|,|k|$ sufficiently large. The isometry group of $M$ was studied in [10]. Here we consider the case where two of the indices are equal, while the third one is different. If $\{i, j, k\}$ is not of the form $\{l m,(l-1) m\}$, with $m$


Figure 24: The singular set of $M / G$.
and $l$ integers and $l$ even, then the isometry group of $M$ is isomorphic to $\mathbb{D}_{8}$ and it does not contain any orientation-reversing isometry (see [10, page 8]). We denote by $G$ the isometry group of $M$ and we suppose $i=j$. In $G$ there are three conjugacy classes of involutions, two of them consist of hyperelliptic involutions and correspond to the 3-bridge knots. One of the hyperelliptic involutions is central in $G$. The involutions in the third conjugacy class are not hyperelliptic. In this section we prove that the quotient orbifold of $M$ by one of these involutions has underlying topological space $S^{3}$; the singular set of this orbifold is a knot that has bridge number different from three. If $i=j$, the theta curve $\theta_{i i k}$ has a symmetry of order 2 exchanging the two vertices and leaving setwise invariant only one of the edges. In the diagram of $\theta_{i i k}$ presented in Figure 23 the symmetry is evident, it consists of a $\pi$-rotation around the point $C$. We denote this involution by $\tau$.

The quotient of $\mathcal{O}\left(\theta_{i i k}\right)$ by $\tau$ is an orbifold with $S^{3}$ as underlying topological space and with the knotted pince-nez graph represented in Figure 24 as singular set. This orbifold is $M / G$ (this situation corresponds to Case 2.1. in Section 3). We denote by $l_{0}$ and $l_{1}$ the loops of the pince-nez graph. In particular let $l_{1}$ be the projection of the axis of $\tau$ (the dotted line in Figure 24).

Now we consider the orbifold obtained by taking the 2-fold covering of $M / G$ branched over the loop $l_{1}$. We remark that the loop $l_{1}$ is a trivial knot. This gives an orbifold $\mathcal{O}\left(\Gamma_{i k}\right)$ with $S^{3}$ as underlying topological space and the theta curve $\Gamma_{i k}$ represented in Figure 25 as singular set (of singularity index 2).

To draw explicitly $\Gamma_{i k}$ we use a planar diagram of the singular set of $M / G$ where $l_{1}$ has a trivial projection. In Figure 26 how to obtain such a diagram is explained. From this representation of the graph it is easy to reconstruct a diagram of $\Gamma_{i k}$. To help the reader, in Figure 25 we represent explicitly the axis of the involution acting on $\mathcal{O}\left(\Gamma_{i k}\right)$ that gives $M / G$ as quotient.

The orbifold $\mathcal{O}\left(\Gamma_{i k}\right)$ is the quotient of $M$ by the group generated by the


Figure 25: $\Gamma_{i k}$

## STEP 1



STEP 3


STEP 2


STEP 4


Figure 26: Equivalent diagrams of the singular set of $M / G$


Figure 27: $\Gamma_{i k}$
central hyperelliptic involution and by one involution that is not hyperelliptic (we call $u$ such an involution). The orbifold $M /\langle u\rangle$ is the two fold covering of $\mathcal{O}\left(\Gamma_{i k}\right)$ branched over the appropriate constituent knot. We remark that all the three constituent knots of $\Gamma_{i k}$ are trivial. This implies that the underlying topological space of $M /\langle u\rangle$ is $S^{3}$ and that $M$ is the 2-fold covering of $S^{3}$ branched over the knot that is the singular set of $M /\langle u\rangle$. We denote this knot by $L_{i k}$. Since $u$ is not hyperelliptic, the bridge number of $L_{i k}$ is different from 3. Since the only knot with bridge number one is the unknot andthe 2-fold branched coverings of the 2-bridge knots are the lens spaces, these knots have bridge number strictly greater than three. We give a diagram of $L_{i k}$ in Figure 28 and Figure 29 shows a procedure to get it. Indeed an explicit diagram of $L_{i k}$ is not necessary to get the properties we need. We remark that the Heegaard splitting induced by a minimal bridge presentation of $L_{i k}$ is not of minimal genus.


Figure 28: the knot $L_{i k}$


Figure 29: Equivalent diagrams of $\Gamma_{i k}$
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