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ABSTRACT

The problem of modeling binary responses by using cross-sectional data has been addressed with a number of satisfying solutions that draw on both parametric and nonparametric methods. However, there exist many real situations where one of the two responses (usually the most interesting for the analysis) is rare. It has been largely reported that this class imbalance heavily compromises the process of learning, because the model tends to focus on the prevalent class and to ignore the rare events. However, not only the estimation of the classification model is affected by a skewed distribution of the classes, but also the evaluation of its accuracy is jeopardized, because the scarcity of data leads to poor estimates of the model’s accuracy.

In this work, the effects of class imbalance on model training and model assessing are discussed. Moreover, a unified and systematic framework for dealing with both the problems is proposed, based on a smoothed bootstrap re-sampling technique.
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1. Introduction

Classification of new objects, based on the observation of similar instances, is one of the typical tasks in the field of data mining. Here, each object may be denoted by a couple \((x, y)\) where \(x\) represents a set of measured characteristics, supposed to have some influence on the class label \(y\). In a general framework, \(x\) is defined in a \(d\)-dimensional space \(\mathcal{X}\) being the product set between some continuous, discrete and categorical domains, and the response variable \(y\) takes values in the categorical domain \(\mathcal{Y} = \{\mathcal{Y}_1, \ldots, \mathcal{Y}_s\}\).

When dealing with a classification task, a sample \(T_n = (x_1, y_1), \ldots, (x_i, y_i), \ldots, (x_n, y_n)\) of such couples (the so-called training set) is observed on \(n\) individuals or objects and used to build a rule \(R_{T_n}: \mathcal{X} \mapsto \mathcal{Y}\) that allows for the future prediction of the response variable \(y\) based on the observation of \(x\) only.

From a statistical point of view, \(T_n\) is usually considered as a collection of i.i.d. realizations from an unknown probability distribution \(F\) on \(\mathcal{X} \times \mathcal{Y}\). The rule \(R_{T_n}\) produces a partition of \(\mathcal{X}\) in subspaces, each of them associated with a label class \(\mathcal{Y}_j\) of \(\mathcal{Y}\) and such that the ratio between the estimated conditional probability of belonging to \(\mathcal{Y}_j\) and the estimated conditional probability of belonging to another group exceeds a given threshold \(t\), typically set to 1:

\[
\frac{P(\mathcal{Y}_j|x)}{P(\mathcal{Y}_k|x)} > t, \quad \forall k \neq j. \quad (1)
\]

A massive interest in unbalanced learning has recently grown, and works focusing on this
topic have rapidly reported undeniable advances. However, the research community is still pursuing an undisguised and unified approach to the class imbalance problem. The situation to date appears to provide manifold tools, each of them outperforming the existing methods with regard to some aspect, but being outperformed with regard to other aspects. In many cases, it is not clear why one technique should be preferred to the others, and only heuristic reasons are given to justify the suggested proposals.

Concerning standard problems of supervised learning, Hand (2006) claims that “the improvements attributed to the more advanced and recent developments are small, and that aspects of real practical problems often render such small differences irrelevant, or even unreal, so that the gains reported on theoretical grounds [...] do not translate into real advantages in practice”. In unbalanced learning, the inverse argument applies, because the lack of a theoretical background supporting the existing remedies, prevents us from understanding the effectiveness of the various methods.

Moreover, while the literature has fully addressed the issues of model estimation and choice of the accuracy metric in unbalanced learning, a critical inherent aspect has been completely ignored by the research community. Whatever metric is chosen for measuring the classifier’s accuracy, the goodness of the estimate of such metric has not been object of investigation. In fact, such estimate turns out to be very poor when the distribution of the classes is skewed.

A simultaneous treatment of the two inseparable problems of model estimation and evaluation has not been considered yet. The purpose of this work is to address such an issue, by providing a unified and systematic framework for dealing with unbalanced learning both from the perspective of model training and model evaluation. The proposed technique, referred to as ROSE (Random OverSampling Examples), is based on a smoothed bootstrap form of re-sampling from data.

Section 2 discusses the effects of a highly skewed distribution of the classes when building and measuring the accuracy of classification rules. In Section 3, our contribution is presented, the properties of the proposed technique are enlightened and a comparison to some similar existing remedies is conducted. Section 4 presents results from simulations and from the application of the proposed technique to some real data sets, aimed at showing that ROSE may be effectively used to estimate the accuracy of a classifier. Some final remarks conclude the paper.

2. The effects of class imbalance

In many practical applications of binary classification problems, an extremely unbalanced distribution of the two label classes has been found. In principle, the issue might be tackled by the standard application of any supervised method of classification, such as the ones mentioned in the previous section. However, unless the classes are perfectly separable (Hand and Vinciotti, 2003) or the complexity of the problem is low (Japkowicz and Stephen, 2002), neglecting the unbalance leads to heavy consequences, both in model estimation and when the evaluation of the accuracy of the estimated model has to be measured. Providing a complete review of the inherent literature is beyond the scope of this paper. However, the current section aims at understanding the main issues that emerge in modeling and assessing the accuracy of unbalanced data.
a. Model estimation in the presence of rare classes

Failure of classification methods when the model estimation is based on a skewed training set is a very well-known problem in the literature. What typically happens in such a situation is that standard classifiers tend to be overwhelmed by the prevalent class and ignore the rare examples.

It has been largely reported that, whatever standard classification method is chosen, such a failure occurs in non-trivial learning problems. Nonetheless, the reasons for the occurrence of this behaviour are strongly dependent on the choice of the method.

Logistic regression, for instance, known as one of the most traditional parametric methods for binary classification, is not advisable when the classes are unbalanced, because the conditional probabilities of the rare class are underestimated (King and Zeng, 2001). The use of logistic regression in classification problems with skewed data is also discussed in Cramer (1999), Owen (2007) and King and Ryan (2002).

The performance of linear discriminant analysis is also compromised when the distribution of the classes is unbalanced. The estimate of the common covariance matrix of the two classes is a weighted mean of the two sample matrices, hence being dominated by the dispersion of the prevalent class. If the assumption of equal covariance matrix does not hold, a substantial bias may ensue. The issue is discussed in Hand and Vinciotti (2003) and has further given rise to a heated debate in Xie and Qiu (2007) and Xue and Titterington (2008).

Not even the more flexible nonparametric methods are immune to the consequences of a skewed distribution of the classes. Basically, such classifiers are designed to build the classification rule that best fits the data according to the optimization of some objective function. When this function is based on a criterion of global accuracy, the classifier tends to favour classification rules that perform well only on the frequent class (see the next section for further details about using overall accuracy measures in unbalanced learning). Classification trees, for instance, are grown by finding successive divisions such that the decrease in impurity is maximized. This is typically translated either in trivial models having a high accuracy on the prevalent class and a very low accuracy in classifying the rare events or in complex trees that typically overfit the training data (for a discussion about the use of classification trees in an unbalanced framework see, for instance, Chawla, 2003; Ciesiak and Chawla, 2008).

As the choice of model complexity in classification trees leads to a trade-off between bad fitting and poor generalization in a skewed-class framework so, the choice of $k$, when the $k$-nearest neighbor classifier is used, gives rise to clashing opinions. Kubat and Matwin (1997), for instance, observe that “as the number of negative examples in a noisy domain grows (the number of positives being constant), so does the likelihood that the nearest neighbor of any example will be negative”. However, with large samples, the performance of the classifier may improve if $k$ neighbors are used, instead of one. In contrast, Hand and Vinciotti (2003) claim that the probability of correctly classifying an example from the minority class is a decreasing function of $k$. In such a case, they suggest that the best classification rule for predicting the rare class is based on $k = 1$. Anyway, in both works, authors agree that the critical point is that $k$ should be much smaller than the small class, which is often a problem when one class is rare.

Other commonly used nonparametric classifiers show performance compromised by the
unbalance of the classes. Lawrence et al. (1998) show that neural networks are ineffective because the theoretical assumptions do not hold in the presence of rare events, while Akbani et al. (1999) explain the failure of support vector machines when there is a high degree of imbalance between the classes. Basically, support vector machines minimize the empirical error while maximizing the margin (which is related to the complexity of the classification rule and the ability of generalization), but the imbalance between classes sets this trade-off apart by allocating all the rare examples to the prevalent class (thus making the empirical error very low) and enlarging the margin.

A quite recent argument that moves away from the ones just mentioned suggests that the consequences of class imbalance are not directly caused by the distribution of the classes, but rather that class imbalance may lead to some small disjuncts that, in turn, determine degradation of the classification (Jo and Japkowicz, 2004).

Most of the current research on classification with unbalanced classes focuses on proposing solutions for improving the stage of model estimation. The literature is wide and the provided remedies are various (see, for a review, Kotsiantis et al., 2006; He and Garcia, 2009). However, the main contributions can be basically summarized in solutions at the learning level and solutions at the data level.

i. Solutions at the learning level aim at strengthening the learning process towards the minority class. A first approach to this class of methods produces some modification of the classifier in order to compensate the imbalance. This approach is generally applied to classifiers whose training is based on the optimization of some function related to the overall accuracy. Improvements of the learning ability are then achieved by using alternative functions that are independent of the distribution of the classes.

Riddle et al. (1994), for instance, learn from the positive observations only when building decision trees. A similar, but not so extreme, approach is followed by Cieslak and Chawla (2008) who consider the use of the Hellinger distance as an alternative splitting criterion, less sensitive to the skewed distribution of the classes.

Several strategies have been proposed for biasing the learning process in support vector machines, e.g. by pushing the hyperplane further away from the rare examples. In Wu and Chang (2005), the kernel matrix is adjusted for better fitting the training data, while different penalty constants are used in Veropoulos et al. (1999) for the two classes.

Barandela et al. (2003) propose a weighted distance function, to be used in $k$—nearest neighbor classifiers, that gives more weight to the majority class. In this way, the distance to the rare examples is reduced more than the distance to the prevalent examples so that the likelihood that the nearest neighbors of any example are positive increases.

Other remedies addressing the inadequacy of standard classifiers in the presence of rare events by modification of the learning process give different misclassification costs to the training data in order to force the classification rule to focus more on the positive examples. In general, this approach is followed when the skew distribution of the classes is associated with an unbalanced distribution of the misclassification costs (typically, the cost of misclassifying a rare example is higher than the corresponding cost for an
example belonging to the prevalent class). In these cases, a classification rule that minimizes the expected misclassification cost is trained.

Most learning methods may be easily modified in order to take into account the cost of misclassification. In decision trees, for instance, a cost function may be introduced in the splitting criterion as pointed out by Breiman et al. (1984) or cost-sensitive pruning schemes may be applied (see, for example, Draper et al., 1994; Ting, 2002; Bradford et al., 1998). Cost-sensitive neural network have also been widely studied in the context of unbalanced classes. Information about the different costs of misclassification is introduced without altering the process of learning by modifying the output of the network as well as the estimated conditional probabilities of belonging to the classes so that the expected costs of misclassification decrease. Alternatively, instead of minimizing the squared error, the back propagation learning procedure can minimize the misclassification costs. For further discussion, see, for example, Kukar and Kononenko (1998). More examples of modifications of existing learning methods for dealing with different misclassification costs can be found in Lin et al. (2002) who develop cost-sensitive support vector machines.

One problem with this approach is that specific cost information is usually not available.

Alternatively, a general technique for introducing a different propensities toward misclassification errors consists of moving the classification threshold in Equation 1 toward the less expensive class so that examples of the minority class become harder to be misclassified. It is easy to show that, given that $c_j$ is the cost of misclassifying a class $Y_j$ object, the minimum loss is achieved by assigning an observation to the class $Y_1$ if $c_0 P(Y_0|x) > c_1 P(Y_1|x)$, that is, if the classification threshold is set to $c_0/c_1$. Examples of this approach can be found in Eitrich et al. (2007) as well as in Zhou and Liu (2006).

Remedies at the algorithmic levels also include the use of combinations of classifiers, by following logics typical of boosting, bagging or random forest. Some references are Sun et al. (2007); Fan et al. (1999); Liu et al. (2006); Thomas et al. (2006); Khoshgoftaar et al. (2007).

The learning approaches have often resulted in effectively limiting the consequences of the class imbalance when training the classifier, but they have the disadvantage of being algorithm-specific, while data sets presenting different characteristics are better treated by different classification methods.

ii. Solutions at the data level for dealing with unbalanced classes basically focus on altering the class distribution in order to get a more balanced sample.

Remedies following this approach include various techniques to sample the data. The most common techniques are random oversampling with replacement the rare class and random undersampling (without replacement) the prevalent class. Oversampling, in its simplest form, duplicates examples of the minority class, while undersampling removes some data from the frequent class. The characteristics of both these sampling techniques have been widely studied (Japkowicz and Stephen, 2002; Estabrooks et al., 2004) and considered in various applied works (see, e.g., Burez and Van den Poel,
Moreover, they are usually suggested by some commercial data mining software (e.g., SAS Enterprise Miner) as the main remedy to be adopted. Slight modifications of the mentioned techniques are directed oversampling or undersampling (where the choice of examples to duplicate or, respectively, remove is informed instead of random), or combinations of these techniques (Kubat and Matwin, 1997; Barandela et al., 2003; Yen and Lee, 2006).

Indeed, both oversampling and undersampling decrease the overall level of class imbalance, thereby improving the overall accuracy of the classifier. The reason that altering the class distribution of the training data aids learning with highly skewed datasets is that it effectively imposes non-uniform misclassification costs. This equivalence between altering the class distribution of the training data and moving the misclassification cost ratio is well-known and was first formally elucidated in Breiman et al. (1984).

Both undersampling and oversampling have known drawbacks (McCarthy et al., 2005). Undersampling may discard potentially useful data, thus reducing the sample size, while oversampling may increase the likelihood of overfitting, since it is bound to produce ties in the sample, especially as the sampling rate increases. Moreover, the augmented sample increases the computational effort of the learning process.

Increasing attention has been recently paid to the novel strategy of generating new artificial examples that are "similar" in some sense to the observations belonging to the minority class.

In Lee (1999), for instance, a fixed number of replicates of each rare event is created, by adding some normal noise to the trained observations. The $P(Y_j|x)$ are then estimated by the application of some standard binary classifier and possibly averaged across a number of iterations (Lee, 2000).

Chawla et al. (2002) propose a method called Synthetic Minority Oversampling Technique (SMOTE). For each rare training observation, new examples are generated by randomly choosing points that lie on the line connecting the rare observation to one of its nearest neighbors in the feature space. The same idea is then extended to an improved boosting algorithm for dealing with rare classes. Similarly, boosting is combined with novel techniques of data generation in Huo and Viktor (2004) and Mease et al. (2007).

Generation of new artificial data that have not been previously observed reduces the risk of overfitting and improves the ability of generalization compromised by the oversampling methods. For this reason, this is also the approach followed in this paper.

b. Model evaluation in the presence of rare classes

When a classification task is performed, evaluating the accuracy of the classifier plays a role that is at least as important as the model estimation, especially in a class imbalance framework. Indeed, both the choice of the best classification rule among alternative ones, and the extent to which a classification rule may be operatively applied to real-world problems...
Table 1. Confusion matrix of a binary classification problem

<table>
<thead>
<tr>
<th></th>
<th>predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 1</td>
</tr>
<tr>
<td>actual</td>
<td>0 TN FP</td>
</tr>
<tr>
<td></td>
<td>1 FN TP</td>
</tr>
</tbody>
</table>

for labeling new unobserved examples, depend on our ability to measure the classification accuracy.

Although the literature about model assessing in a class imbalance framework has been fast developing recently, the issue has not yet received as much attention as the one focusing on the stage of model training. In fact, even if an effective classification rule was trained on the data, the class imbalance would still lead to non-negligible consequences when evaluating the model accuracy. Basically, two problems arise in model assessment in the presence of unbalanced classes concerning the choice of the evaluation measure and the estimate of such a measure of accuracy.

i. It has been largely emphasized (He and Garcia, 2009; Weiss and Provost, 2001; Weiss, 2004) that the use of common performance measures, such as the error rate, may yield to misleading results because they strongly depend on the class distribution. For instance, in a problem where the rare class is represented in only 1% of the data, the naive strategy of allocating each example to the prevalent class would achieve a good level of accuracy, presenting an overall error rate equal to 1%. However, it is clear that such a classification rule is completely useless. Hence, the choice of the evaluation measure has to be addressed toward some class-independent quantities.

To this aim, more appropriate performance measures may be derived from the observation of the confusion matrix, which compares the predicted labels to the true labels (see Table 1). In order to provide comprehensive assessments of unbalanced learning problems, the most frequently adopted performance measures are based on different propensity towards false negatives (FN) and false positives (FP). Precision, for instance, computes the fraction of examples classified as positive that are truly positive, while recall measures the fraction of correctly labeled positive examples. Precision is sensitive to the distribution of the classes whereas recall is not. However, recall provides no insight as to how many examples are incorrectly labeled as positive, so the two measures have to be used jointly. Alternatively, precision and recall may be combined into their geometric mean or into a more elaborate summarizing function called the F measure. Similarly, the G mean computes the geometric mean of the accuracies, separately evaluated in the two classes.

One of the most frequently used tools for evaluating the accuracy of a classifier in the presence of unbalanced classes is the Receiver Operating Characteristics (ROC) curve. As the classification threshold varies, the predicted label is assigned to the examples and the confusion matrix represented. The true positive rate (sensitivity of the classifier) is then plotted versus the false positive rate (1 - specificity of the classifier) for each
considered value of the classification threshold. The classifier performs as better the steeper the ROC curve becomes, that is, the larger the area underlying the curve (AUC) is. A completely random guess would give rise to a ROC curve lying along the diagonal line from the bottom left to the top right corners, whereas a perfect classifier would yield a point in the upper left corner of the ROC space, representing 100% sensitivity (all true positives are found) and 100% specificity (no false positives are found). ROC curves can help compare different trade-offs arising from the use of distinct classifiers. However, they do not take into account different misclassification cost and class distributions.

Similarly, precision-recall curves may be adopted for assessing the classification accuracy (Davis and Goadrich, 2006) and cost curves feature the ability to compare the performance of a classifier over a range of misclassification costs and class distributions (Drummond and Holte, 2006). For a complete review about the evaluation metrics in a class imbalance framework, see, for instance, He and Garcia (2009).

ii. Although the most frequently adopted evaluation metrics share some drawbacks, the research focusing on this issue has been very fruitful and several advances have been made.

In fact, the evaluation of the accuracy of a classifier in unbalanced learning is subject to a more serious problem than the choice of an adequate error metric. This problem concerns the estimate of such accuracy and, as far as we know, it has been completely neglected by the literature.

In learning problems, one is interested in measuring the accuracy of a classifier by its ability to assign a previously unseen example \((x_0, y_0)\) to the correct class. Given a classification rule \(R_{T_n}\), based on a training set \(T_n\), a 0–1 loss function \(L((x_0, y_0), T_n, R_{T_n})\) is typically used to define the true or conditional error:

\[
Err = E_{F(x_0, y_0)} \left[ L((x_0, y_0), T_n, R_{T_n}) \right] 
\]

(2)

where the expectation is taken with respect to the probability distribution \(F\) of \((x_0, y_0)\) and \(T_n\). Clearly, the expression of the error measure changes if the accuracy is measured by using alternative performance criteria such as the precision, recall or the AUC. However, the key matter is that since \(F\) is unknown, an estimate of Equation 2 has to be considered. Popular error estimators are the apparent error (also called resubstitution method) and the holdout method. The former measures the accuracy of the classifier on the training set, while the latter consists of dividing all the available data into two disjoint sets, used for training the classifier and testing its accuracy respectively. Other estimators are based on bootstrap or cross-validation ideas. For a review, see, for example, Schiavo and Hand (2000). As far as the research community continues to develop and apply more advanced performance criteria for dealing with unbalanced classes, it seems that the possible consequences of neglecting the quality of such criteria have not been considered. In fact, poor estimates of the classifier’s performance may lead to misleading conclusions about the quality of the classifier, and proposing more and more sophisticated learning methods becomes a wild-goose chase if we are not able to evaluate their accuracy.
In most of the literature about classification in the presence of rare classes, the empirical analysis consists of estimating the classifier over a training set and assessing its accuracy on a test set. However, in real data problems, there are not enough examples from the rare class for both training and testing the classifier and the scarcity of data conducts to high variance estimates of the error rate, especially for the rare class.

3. Random OverSampling Examples

In the previous section, it has been outlined that the performance of classification models is comprehensively compromised by a skewed distribution of the classes, but, even worse, poor-quality estimates of the chosen accuracy measure may preclude understanding the limits of the learning process. It stands to reason that a new perspective for approaching the issue of class imbalance should be considered, and the problems of building an accurate classifier and assessing its performance should not be dealt with separately.

The contribution of this work consists of providing a unified and systematic framework for simultaneously dealing with these two inseparable problems. We follow the traditional approach based on altering the distribution of the classes in order to get a balanced sample both because of the flexibility of this approach in supporting the application of any classification method and because it allows a natural joint treatment of the issues emerging from the estimation and assessment of the classifier. The proposed solution may be referred to as Random Over Sampling Examples (ROSE), and it is based on the generation of new artificial data from the classes, according to a smoothed bootstrap approach (see, for example, Efron and Tibshirani, 1993).

We focus on $\mathcal{X}$ domains included in $\mathbb{R}^d$, that is $P(x) = f(x)$ is a probability density function on $\mathcal{X}$. Without loss of generality, we may consider that $n_j < n$ is the size of $\mathcal{Y}_j, j = 0, 1$. The ROSE procedure for generating one new artificial example consists of the following steps:

i. select $y = \mathcal{Y}_j \in \mathcal{Y}$ with probability $\frac{1}{2}$

ii. select $(x_i, y_i)$ in $T_n$ such that $y_i = y$ with probability $p_i = \frac{1}{n_j}$

iii. sample $x$ from $K_{\mathbb{H}_j}(\cdot, x_i)$, with $K_{\mathbb{H}_j}$ a probability distribution centered at $x_i$ and $\mathbb{H}_j$ a matrix of scale parameters.

Essentially, we draw from the training set an observation belonging to one of the two classes (chosen by giving the same probability to $\mathcal{Y}_0$ and $\mathcal{Y}_1$) and generate a new example in its neighborhood, where the width of the neighborhood is determined by $\mathbb{H}_j$. Usually, $K_{\mathbb{H}_j}$ is chosen in the set of the unimodal, symmetric distributions. It is worthwhile to note that,
once a label class has been selected,

\[
\hat{f}(x|y = Y_j) = \sum_{i=1}^{n_j} p_i Pr(x|x_i)
\]

\[
= \sum_{i=1}^{n_j} \frac{1}{n_j} Pr(x|x_i)
\]

\[
= \sum_{i=1}^{n_j} \frac{1}{n_j} K_{H_j}(x - x_i).
\]

It follows that the generation of new examples from the class \(Y_j\), according to ROSE, corresponds to the generation of data from the kernel density estimate of \(f(x|Y_j)\).

The repeated implementation of steps 1-3 allows for the creation of a new synthetic training set \(T^*_m\), with size \(m\) where approximately the same number of examples belong to the two classes. The size \(m\) may be set to the original training set size \(n\) or chosen in any way. ROSE combines techniques of oversampling and undersampling by generating an augmented sample of data (especially belonging to the rare class) thus helping the classifier in estimating a more accurate classification rule, because the same attention will be addressed to both the classes.

However, the synthetic generation of new examples allows for strengthening the process of learning as well as estimating the distribution of the chosen measure of accuracy. Operatively, the artificial training set \(T^*_m\) may be used to estimate the classification model, while the originally observed data remain free of being used for testing the classifier. Alternatively, cross-validation or smoothed bootstrap methods could be used. It is worthwhile to note that creating new artificial examples from an estimate of the conditional densities of the two classes allows for overcoming the limits of both the apparent error (that provides a too optimistic evaluation of the classifier’s performance) and the holdout method (non-advisable in unbalanced learning because the scarcity of rare class data prevents their use in both estimating and testing the model).

\textit{a. Discussion}

As mentioned in Section a, the idea of generating artificial examples similar to the observed sample in order to provide for the class imbalance has been already developed by some authors. However, unlike those works, ROSE has some features which make its use preferable:

- While it is clear that the necessity to break ties (when changing the multiplicities due to the oversampling) motivates the choice of generating new artificial examples, the works that use this approach do not clarify why such data generation should be performed according to the proposed solutions, and only heuristic reasons are given to justify the choice. In contrast, ROSE is founded on a sound theoretical basis supported by the well-known properties of the kernel methods. ROSE draws synthetic examples from an estimate of the (conditional) density underlying the data, thus providing confidence that the distribution of the data into the classes has not changed since the balancement has been performed.
• In order to perform the data generation, most of the proposed techniques leave one or more parameters to be user-defined. Definition of such parameters either requires some high computational effort or is based on some vague mechanism. In Chawla et al. (2002), for instance, the number of nearest neighbors to be considered for each rare example is an input parameter, while in Lee (1999) and Lee (2000), the generation of new events depends on a scale parameter whose optimum value is determined according to a computationally intensive iterative procedure. Similarly, ROSE requires that the $H_j$ matrices are defined beforehand for each class, but the link between ROSE and the kernel methods allows us to consider each $H_j$ as a smoothing matrix and to choose it as the solution of one of the several methods of bandwidth selection proposed in the literature. For a review, see, for example, Wand and Jones (1995).

• As previously observed, generating artificial data allows for exploiting the original observations for testing the accuracy of the estimated model. In this way, the necessity of a preliminary splitting of the data into a training set and a validation set, which entails a loss of information useful to the stage of learning, is avoided. However, none of the mentioned works take advantage of this potentiality.

Special attention should be paid to comparing ROSE to the solutions proposed by Lee (1999, 2000), which, at first glance, present many similarities. As a matter of fact, the author suggests creating new occurrences of the rare cases by adding some normal noise to the observed events. Hence, when a gaussian kernel is chosen in applying ROSE, the mechanism for generating one new rare example is exactly the same. However, it is worthwhile to note some practical differences, also affecting the theoretical interpretation of the two methods, which aid considering ROSE as an improved generalization of the contribution proposed by Lee.

• While Lee increases the occurrence of the rare cases only and leaves the prevalent examples unchanged, in ROSE, the data generation involves both the minority and the majority class. This entails that the synthetic training set does not even partially overlap the original one, thus reducing the risk that the model overfits the data and giving the opportunity of using the observations for testing the classifier.

• In work by Lee, the occurrence of rare examples is exactly multiplied by a predetermined constant. The value of such a constant is user-defined but results from a simulation study suggest doubling of the cardinality of the minority class. ROSE creates an artificial sample where data belonging to the two classes have the same probability of occurrence, thus giving rise to a balanced sample. While in principle, our choice should allow for dealing with even extremely unbalanced data, doubling the size of the rare class may help the learning process only in moderately unbalanced situations.

• In work by Lee, all the minority examples give rise to a fixed number of noise replications. On the other hand, in ROSE, a random selection guides the choice of the observations from which the artificial examples are created (within each class, the observations are given the same probability of selection), thus making possible the interpretation of the strategy of data generation as the selection of a smoothed bootstrap
sample (except that the new artificial classes do not have the same size as the original ones).

- Lee draws each noisy replicate from a normal distribution centered at an observed minority class example and with diagonal covariance matrix proportional to the vector of sample variances of the explanatory variables \( \mathbf{x} \). This procedure allows for a better estimate of the covariance matrix (since it is based on a larger sample). However, the choice corresponds to the assumption that the two classes have a common covariance matrix, which is not, in general, true. In ROSE, the smoothing matrices are evaluated by using the data belonging to the two classes separately. Moreover, it should be argued that using a diagonal covariance matrix leads to the generation of the new data from a spherical distribution and, hence, the new artificial sample will not follow the direction of the original data.

- Also, the choice of the kernel is not indifferent when new data have to be generated. Although the literature concerning kernel density estimation agree that the critical point consists of an adequate selection of the smoothing parameters rather than the kernel function, there are situations in which the gaussian distribution is not advisable (for instance, when the data have a bounded support, or when reduction of bias is of interest, as mentioned by Silverman, 1986).

- An improved version of the technique proposed in Lee (1999) is described in Lee (2000), which is aimed at reducing the variance of the estimated conditional probabilities of the data and show even more substantial differences from ROSE. For a given data set, several noisy training samples are independently generated and the corresponding classifiers are trained. Afterward, the estimated conditional probabilities obtained by each classifier are averaged across the generated samples. It is well-known that, in general, combining several versions of the same classifier aid the improvement of the performance of a single model, although the computational complexity increases. However, in extremely unbalanced learning, it is not clear if the gain in accuracy is worth the increased computational effort (see the results from the simulation study below). Moreover, even when more classifiers are combined to get an improved estimate of the conditional probabilities, generating new samples through ROSE is more attractive than using the procedure proposed by Lee. In fact, repeatedly bootstrapping the data from the two classes according to ROSE, prior to estimating the model, has the beneficial interpretation of building a bagging classifier (Breiman, 1996).

ROSE and the regularization practice proposed by Lee have been further compared through a small simulation study in order to understand if the two methods differ only on paper or if the mentioned differences actually have an impact on the classification. The estimation of a standard classifier without using any remedy for dealing with imbalance has been considered as a benchmark for evaluating the performance of the two methods. Moreover, a bagging version of ROSE has been tested by repeatedly bootstrapping the two classes.

For comparative purposes, instead of exploiting the opportunity offered by ROSE to use the artificial sample to train the classification rule and the original data to test it, the considered classifiers (classification trees and logit models) have been estimated on a training
Table 2. Simulation design: \( \pi \) is the proportion of rare examples in the training set (here, a fixed number of observations has been drawn from each class in order to be sure that the rare class does not result empty); \( \text{mult} \) is the number of noisy replicates for each rare example in Lee (2000); that is, the training set dimension is \( \text{mult} \)-number of minority examples + number of majority examples. In order to compare the two methods on equal terms the balanced sample generated according to ROSE has the same size. \( K \) is the number of noisy training sets generated for a given training set according to Lee (2000) and the number of bagging iterations when the data are repeatedly bootstrapped from the two classes according to ROSE.

| distribution of data | \[(x, y) \text{ s. t. } \left\{ \begin{array}{l}
\begin{aligned}
x &\sim N_2\left(\begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}\right) \\
x &\sim N_2\left(\begin{pmatrix} 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 & -0.5 \\ -0.5 & 1 \end{pmatrix}\right)
\end{aligned}
\end{array}\right. \quad \text{if } y = 0 \\
\begin{aligned}
x &\sim N_2\left(\begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}\right) \\
x &\sim N_2\left(\begin{pmatrix} 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 & -0.5 \\ -0.5 & 1 \end{pmatrix}\right)
\end{aligned}
\right. \quad \text{if } y = 1
\] |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>classifiers</td>
<td>classification trees, logit model</td>
</tr>
<tr>
<td>(original) training set size ( n )</td>
<td>250, 1000, 5000</td>
</tr>
<tr>
<td>test set size</td>
<td>250</td>
</tr>
<tr>
<td>( \pi )</td>
<td>0.1, 0.05, 0.025, 0.01</td>
</tr>
<tr>
<td>( \text{mult} )</td>
<td>2, 5, 10</td>
</tr>
<tr>
<td>( K )</td>
<td>5, 10, 20</td>
</tr>
<tr>
<td>number of simulations</td>
<td>100</td>
</tr>
</tbody>
</table>

set while their performance has been evaluated on a test set. Only simulated data have been considered in order to make the sample size and the proportion of minority examples vary.

In applying the procedure proposed by Lee (2000), the scale parameter has been set to the optimum value resulting from the simulation study he carried out, while the smoothing matrices to be chosen in ROSE have been selected as asymptotically optimal for the gaussian distribution.

Since the application of the regularization method proposed by Lee leads to an artificial training set with a different size from the original data (because all the majority examples are used and the cardinality of the minority class is multiplied by a predetermined constant), balanced synthetic samples having the same size as Lee have been generated according to ROSE.

The AUC has been chosen as an evaluation metric to measure the performance of the classifiers. Table 2 summarizes the simulation design.

In Tables 3, 4 and 5, the results referring to the use of a 8-nodes tree are reported.

No surprising results arise from the application of a standard classification tree without resorting to any remedy for the imbalance: regardless of the original sample size \( n \), the accuracy of the classifier decreases with the proportion of rare examples, and when the minority observations amount to only 1% of the training set, the classifier does not even perform better than a random guess.

On the other hand, ROSE allows for a remarkable improvement of the classifier accuracy. The empirical analysis shows that the larger the original training set, the higher the AUC results, besides a tendency towards a depletion in accuracy, when the imbalance increases, is still evident.
As expected, the regularization method proposed by Lee (2000) also aids in the improvement of the performance of the classifier. Here, a larger number of noisy samples generated for a given training set corresponds to higher values of the AUC. Higher levels of accuracy are also associated with a larger number of noisy replicates for each rare example. Again, when the class imbalance gets extreme, the classifier tends to make more mistakes, especially when the training set is small, but such a reduction of accuracy decreases when both the number of noisy samples and the number of noisy replicates for each rare example are large. Interesting considerations arise from the comparison between the regularization method described by Lee and ROSE: when both the number of noisy samples and the number of noisy replicates for each rare example are large, ROSE perform (almost) uniformly worse than its competitor, and when the imbalance between classes is not extreme, ROSE again cannot do better than Lee (but it should be reminded that a combination of classifiers is used, instead of one, in this instance). However, when the rare examples amount to 1% or 2.5% of the observed data, the AUCs obtained by applying ROSE are comparable or even larger than the corresponding values obtained when Lee’s procedure is applied, even if the computational complexity is much lower.

Being interpretable as a bagging classifier, the iterative application of ROSE (Table 5) outperforms the other considered techniques unsurprisingly. However, it is more efficient than Lee’s proposal because a few iterations are enough to offset the effect of a strong imbalance between the classes.

The use of logit models (instead of a classification tree) generally leads to higher levels of accuracy, but analogous considerations about the comparative behaviour of ROSE and Lee’s method may be drawn.

4. **Empirical analysis**

The current section aims to understand if the good properties of ROSE correspond to good performance of classification when ROSE is used in unbalanced frameworks. In particular, we will first analyze the opportunity to exploit ROSE to evaluate the performance of classification. Then, we will implement some applications of ROSE to real data in order to show its effectiveness in improving the performance of classification in unbalanced learning.

<table>
<thead>
<tr>
<th>$\pi$</th>
<th>$n = 250$</th>
<th>$n = 1000$</th>
<th>$n = 5000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>0.67</td>
<td>0.73</td>
<td>0.62</td>
</tr>
<tr>
<td>0.05</td>
<td>0.52</td>
<td>0.61</td>
<td>0.51</td>
</tr>
<tr>
<td>0.025</td>
<td>0.50</td>
<td>0.55</td>
<td>0.51</td>
</tr>
<tr>
<td>0.01</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
</tr>
</tbody>
</table>
a. Model evaluation by using ROSE

In Section b, it was outlined that creating new artificial examples from an estimate of the conditional densities of the two classes gives the opportunity to exploit the original observed data to test the accuracy of the estimated classification rule. Now, we give an illustration

Table 4. AUC obtained when training an 8-node classification tree after balancing the sample by ROSE. \(n\) is the original sample size and \(\pi\) is the proportion of rare events, while the balanced training set generated by ROSE has size \(\text{mult} \cdot \text{number of positive examples} + \text{number of negative examples.}\)

<table>
<thead>
<tr>
<th>(\pi)</th>
<th>(n)</th>
<th>(\text{mult} = 2)</th>
<th>(\text{mult} = 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>250</td>
<td>1000</td>
<td>5000</td>
</tr>
<tr>
<td>0.10</td>
<td>0.79</td>
<td>0.78</td>
<td>0.80</td>
</tr>
<tr>
<td>0.05</td>
<td>0.81</td>
<td>0.80</td>
<td>0.82</td>
</tr>
<tr>
<td>0.025</td>
<td>0.75</td>
<td>0.77</td>
<td>0.80</td>
</tr>
<tr>
<td>0.05</td>
<td>0.72</td>
<td>0.76</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Table 5. Each of the 12 subtables reports the AUC obtained when the classification task is performed on a \(n\)-sized sample with proportion of positive examples set to \(\pi\). \(\text{mult}\) is used to define the actual size of the training set on which the estimation of the classifier is based (see Table 2 for details). On the left, results have been obtained by adopting the regularization method proposed in Lee (2000), with \(K\) iterations; on the right the corresponding results obtained by running a bagged version of ROSE are displayed.

<table>
<thead>
<tr>
<th>(\text{Lee regularization})</th>
<th>(\text{mult} = 2)</th>
<th>(\text{mult} = 10)</th>
<th>(\text{Bagged ROSE})</th>
<th>(\text{mult} = 2)</th>
<th>(\text{mult} = 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\pi)</td>
<td>(n)</td>
<td>(\text{mult} = 2)</td>
<td>(\text{mult} = 10)</td>
<td>(\text{mult} = 2)</td>
<td>(\text{mult} = 10)</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>1000</td>
<td>5000</td>
<td>250</td>
<td>1000</td>
</tr>
<tr>
<td>0.10</td>
<td>0.79</td>
<td>0.83</td>
<td>0.81</td>
<td>0.84</td>
<td>0.86</td>
</tr>
<tr>
<td>0.05</td>
<td>0.72</td>
<td>0.85</td>
<td>0.82</td>
<td>0.86</td>
<td>0.85</td>
</tr>
<tr>
<td>0.025</td>
<td>0.65</td>
<td>0.79</td>
<td>0.77</td>
<td>0.79</td>
<td>0.83</td>
</tr>
<tr>
<td>0.01</td>
<td>0.50</td>
<td>0.68</td>
<td>0.74</td>
<td>0.75</td>
<td>0.82</td>
</tr>
<tr>
<td>(K = 5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>0.82</td>
<td>0.84</td>
<td>0.82</td>
<td>0.85</td>
<td>0.87</td>
</tr>
<tr>
<td>0.05</td>
<td>0.81</td>
<td>0.86</td>
<td>0.83</td>
<td>0.87</td>
<td>0.88</td>
</tr>
<tr>
<td>0.025</td>
<td>0.64</td>
<td>0.83</td>
<td>0.78</td>
<td>0.83</td>
<td>0.85</td>
</tr>
<tr>
<td>0.01</td>
<td>0.50</td>
<td>0.78</td>
<td>0.75</td>
<td>0.78</td>
<td>0.82</td>
</tr>
<tr>
<td>(K = 10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>0.83</td>
<td>0.86</td>
<td>0.83</td>
<td>0.85</td>
<td>0.87</td>
</tr>
<tr>
<td>0.05</td>
<td>0.84</td>
<td>0.88</td>
<td>0.84</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>0.025</td>
<td>0.71</td>
<td>0.84</td>
<td>0.79</td>
<td>0.83</td>
<td>0.86</td>
</tr>
<tr>
<td>0.01</td>
<td>0.50</td>
<td>0.83</td>
<td>0.77</td>
<td>0.78</td>
<td>0.82</td>
</tr>
<tr>
<td>(K = 20)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>0.84</td>
<td>0.86</td>
<td>0.83</td>
<td>0.85</td>
<td>0.87</td>
</tr>
<tr>
<td>0.05</td>
<td>0.85</td>
<td>0.88</td>
<td>0.84</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>0.025</td>
<td>0.71</td>
<td>0.84</td>
<td>0.79</td>
<td>0.83</td>
<td>0.86</td>
</tr>
<tr>
<td>0.01</td>
<td>0.50</td>
<td>0.83</td>
<td>0.77</td>
<td>0.78</td>
<td>0.82</td>
</tr>
</tbody>
</table>
about the soundness of this practice.

Simulations have been conducted by generating data from the two bivariate gaussian densities mentioned in Table 2, each of them corresponding to one class. Compared to the simulation performed in the previous section, the cardinalities of the two classes are not fixed, but the training set is randomly drawn from a mixture of the two distributions, with mixing proportion governing the class imbalance and varying in the set \{0.5, 0.1, 0.025, 0.01\}. This choice is due to the necessity of taking into account the variability of the data (and, hence, also the sizes of the classes) to obtain reliable estimates of the classifiers’ accuracy.

Again, nonparametric classification trees and logit models have been used as learning methods.

The area under the ROC curve (AUC) has been chosen as an evaluation metric for the analysis. Three methods for estimating the AUC have been assessed: the resubstitution method, consisting of measuring the accuracy of the classifier on the training set, the holdout method, where the available data are split into a training set and a test set, and the practice of using the observed data for testing the classifier after that artificial data generated by ROSE have been used for the training stage.

The simulation design follows several previous works aimed at evaluating the performance of different error estimators (Chernick et al., 1985; Wehberg and Schumacher, 2004). The number of simulation trials have been set to 100. For each simulation trial, a sample of size 1000 is drawn and used as follows: for the resubstitution method, the sample is directly employed to both estimate the classification rule and test it; concerning the holdout method, a random 75% of the sample is used to train the classifier and the remaining 25% is used to test it; finally, a ROSE artificial training set is generated from the selected sample, which, in turn, serves as a test set. In each case the, “true” AUC (conditional on the training set) is approximated by testing the classifier on 1000 samples of size 10000 drawn from the same population as the training samples and averaging the resulting AUCs. These true AUCs are computed for each simulation trial. The bias of the three estimators of the AUC is obtained by averaging the differences between the true AUC and the corresponding estimates computed for each of the simulation trials. Moreover, the standard deviation of the estimates has been computed, and the root mean square of the differences between the true AUC and the estimates has been used as a summarizing measure of estimator performance.

Results are reported in Table 6. Not surprisingly, the apparent AUC provides an optimistic estimate of the true AUC, if the prediction procedure is highly data-dependent (classification tree). Moreover, it is clear that the more unbalanced the distribution of the classes is, the more biased the estimate of the AUC is, when the resubstitution method is used. If a less data-dependent procedure is used for prediction, e.g. the logit model, the tendency of the resubstitution method to overestimate the true AUC is less remarkable.

The holdout method would be supposed to provide better estimates of the classifier’s accuracy. In fact, while it appears reasonably unbiased, it suffers from high variability as the skewness in the distribution of the classes increases. This behaviour occurs regardless of the considered classifier, thus making this estimator totally inadequate for use in a context of unbalanced learning.

The practice of testing the accuracy of the classifier on the originally observed data, after training the classifier on synthetic examples generated according to ROSE, appears to be unquestionably winning among the considered estimators of the AUC. Indeed, the bias of
the estimates generally exceeds the bias of the holdout method, and both the bias and the variance of the estimates show a clear tendency to increase as the class imbalance gets more extreme, but the root mean square error of the estimates results the lowest one, whatever the level of skewness in the class distribution is and whatever the considered classifier is used.

However, two main arguments have to be remarked, prompting that any conclusion about the conducted simulation should be drawn cautiously. First, the true AUC is not a constant but a random variable which varies within different training sets. Hence, the relation between bias, variance and the root mean square error does not hold in this context (Chernick et al., 1985). Secondly, a reliable interpretation of results would require that different sources of variation of the results were kept separated.

Nonetheless, the three mentioned methods for estimating the AUC cannot be evaluated ceteris paribus: when the resubstitution method and ROSE are considered, the observed 1000-sized sample is used as a test set and 1000 examples are involved in training the classifier. In contrast, only 250 observations serve to test the model when the holdout method is used, and the remaining 750 data are employed for the training stage. Disparity of such conditions could be a reason for explaining, for instance, why ROSE seems to outperform the holdout method even when the classes are balanced.

Moreover, we cannot know if the quality of the accuracy estimate is independent of the quality of the classifier: it is not to exclude that better estimates of the AUC are associated with more predictive learners. However, given that the training stage and the evaluation of the classifier are inseparable, we have adhered to the conditions occurring when one faces a real data problem of classification. In such contexts, given the available data, the best method is the one that strikes the balance between quality of prediction and goodness of the estimate of such quality.

b. ROSE in practice

Once that we are confident that creation of artificial training examples by ROSE allows us to successfully exploit the original observations to test the classifier, this technique may be adopted in order to finally analyze the ability of ROSE to improve the ability of the classifier in learning from unbalanced data.

To this end, three real data sets have been considered. The first two applications (also used in Lee, 2000) concern medical diagnosis problems and are available from the UCI machine learning repository (Asuncion and Newman, 2007).

The hypothyroid data set includes 25 attributes measured on 3163 individuals. Only the five quantitative variables denoted by TSH, T3, TT4, T4U and FTI have been considered in the analysis, and the observations reporting missing values have been discarded. The preprocessed data set includes 2261 negative examples (healthy individuals) and 137 positive cases (patients affected by hypothyroidism), but the distribution of the classes has been further unbalanced by considering only a proportion of 2.5% rare cases, randomly selected from the class of patients affected by hypothyroidism.

The pima indians data set gathers 8 characteristics (physical and clinical measurements) of 768 females of Pima Indians, a population in which a high incidence of diabetes has been historically reported. The response variable is the positive or negative result from a diabetes test. Again, the skewness of the class distribution has been made more extreme by including
Table 6. Bias, standard error and root mean squared error of three methods for estimating the AUC: the resubstitution method, the holdout method, and the practice of using the observed data for testing the classifier after that artificial data generated by ROSE have been used for the training stage. The first table refers to the estimation of a classification tree while the second one reports results from the use of a logit model.

<table>
<thead>
<tr>
<th></th>
<th>50%</th>
<th>10%</th>
<th>1%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>classification tree</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIAS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>resubstitution</td>
<td>0.031</td>
<td>0.114</td>
<td>0.412</td>
</tr>
<tr>
<td>holdout</td>
<td>0.002</td>
<td>0.001</td>
<td>-0.012</td>
</tr>
<tr>
<td>ROSE</td>
<td>0.007</td>
<td>0.010</td>
<td>0.058</td>
</tr>
<tr>
<td>SD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>resubstitution</td>
<td>0.018</td>
<td>0.063</td>
<td>0.019</td>
</tr>
<tr>
<td>holdout</td>
<td>0.029</td>
<td>0.095</td>
<td>0.114</td>
</tr>
<tr>
<td>ROSE</td>
<td>0.025</td>
<td>0.030</td>
<td>0.057</td>
</tr>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>resubstitution</td>
<td>0.033</td>
<td>0.123</td>
<td>0.419</td>
</tr>
<tr>
<td>holdout</td>
<td>0.027</td>
<td>0.068</td>
<td>0.111</td>
</tr>
<tr>
<td>ROSE</td>
<td>0.016</td>
<td>0.023</td>
<td>0.088</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>50%</th>
<th>10%</th>
<th>1%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>logit model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIAS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>resubstitution</td>
<td>0.000</td>
<td>0.002</td>
<td>0.032</td>
</tr>
<tr>
<td>holdout</td>
<td>-0.003</td>
<td>0.000</td>
<td>0.008</td>
</tr>
<tr>
<td>ROSE</td>
<td>0.000</td>
<td>0.002</td>
<td>0.025</td>
</tr>
<tr>
<td>SD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>resubstitution</td>
<td>0.011</td>
<td>0.014</td>
<td>0.046</td>
</tr>
<tr>
<td>holdout</td>
<td>0.020</td>
<td>0.030</td>
<td>0.136</td>
</tr>
<tr>
<td>ROSE</td>
<td>0.011</td>
<td>0.014</td>
<td>0.040</td>
</tr>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>resubstitution</td>
<td>0.011</td>
<td>0.015</td>
<td>0.073</td>
</tr>
<tr>
<td>holdout</td>
<td>0.020</td>
<td>0.030</td>
<td>0.132</td>
</tr>
<tr>
<td>ROSE</td>
<td>0.011</td>
<td>0.014</td>
<td>0.052</td>
</tr>
</tbody>
</table>

in the training set all 500 negative instances and a few randomly selected positive instances (the selected rare examples amount to 1% of the whole data set).

The third considered data set has been built by merging data from the Italian Infocamere archive and the Business Register, with the aim of discriminating the defaulter and non-defaulter firms. It consists of some vital statistics (e.g. changes of legal status, occurrence of a corporate merger or breakup, number of employees), balance sheet items and financial ratios of all the commercial companies located in a northeastern province of Italy. A data-cleaning stage and a preliminary selection of the most informative variables has been performed on the available data, thus resulting in 11199 cases and 27 attributes. The occurrence of a bankruptcy condition is considered as the default event. This data set is a notable example of classification in the presence of rare classes, with the proportion of defaulter firms amounting to less than 7%.

A nonparametric decision tree and a logit model have been chosen as classification models. The classifiers have been trained on 50 balanced ROSE samples generated from each
data set and the performance of the estimated classification rules have been evaluated by measuring the AUC on the originally observed data. As a benchmark, the estimation of the classifiers on 50 unbalanced smoothed bootstrap samples drawn from the same data sets has been considered. The obtained empirical distributions of the AUC when the training samples vary have been reported in Figures 1, 2, 3.

When classification trees are used to learn from data and no remedy is adopted for coping with the class imbalance, there is a high risk of producing rules not much more accurate than random guess. Indeed, the median AUC lies in the three examples between 0.6 and 0.7, but the variability of the AUC’s distributions is high and the inferior whiskers of the plots brush against the value of 0.5. When ROSE is run prior to the tree building, the dispersion of the AUC is not always lower than the corresponding dispersion if the class imbalance is ignored, but the median AUC always exceeds the median AUC resulting from training the tree on unbalanced data. Excellent results are obtained when the \textit{pima} data set is used, since ROSE manages to get an almost perfect prediction.

Ignoring the class imbalance is less risky when a logit model is used. The range of the AUC distributions shifts towards remarkably higher values than the distributions associated with the use of classification trees. Moreover, the variability of such distributions is perceptibly lower. However, the gain in applying ROSE before model estimation is even larger, and prediction of classifiers trained on ROSE samples uniformly outperforms predictions based on unbalanced data.

It is interesting to note that, despite decision trees being the most frequently used classifiers in unbalanced learning, the simulations and applications reported throughout the paper clearly show an undisguised superiority of the logit model, whose performance appears either more accurate and more precise.
5. Final Remarks

In this work, a comprehensive discussion about the use of unbalanced data in performing binary classification has been provided. In particular, a review of the main causes of the failure of both parametric and nonparametric standard classifiers has been reported, and some new perspectives have been presented about the effects of class imbalance. Indeed, literature dealing with skewed binary classification has grown at an explosive rate in recent years, but it has mainly focused on proposing sophisticated learning methods or alternative evaluation metrics. Instead, the problem of high variability of the accuracy’s estimator has been totally ignored. In fact, when the distribution of the classes is skewed, the estimated models perform very poorly but, bad estimates of the classifier’s performance may lead to misleading conclusions about the quality of the prediction.

The need to simultaneously deal with both the problems of model estimation and model evaluation has arisen, and a unified and systematic framework has been proposed, based on a smoothed bootstrap form of data re-sampling. The proposed technique includes the existing solutions based on oversampling as a special case; it is supported by a theoretical framework and reduces the risk of model overfitting. The application of the proposed technique to real and simulated data has shown excellent performance, compared with other similar methods.
already known in the literature. The technique may also be successfully used for an improved estimation of the learner’s accuracy and, if one is willing to bear a increased computational complexity, it may be combined with bagging ideas, thus improving the performance of classification even more.
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