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On the Solvability Conditions

for a Linearized Cahn-Hilliard Equation

Vitaly Volpert and Vitali Vougalter

Abstract. We derive solvability conditions in H4(R3) for a fourth
order partial differential equation which is the linearized Cahn-Hilliard
problem using the results obtained for a Schrödinger type operator with-
out Fredholm property in our preceding work [17].
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1. Introduction

Consider a binary mixture and denote by c its composition, that is the fraction
of one of its two components. Then the evolution of the composition is described
by the Cahn-Hilliard equation (see, e.g., [1, 11]):

∂c

∂t
= M∆

(

dφ

dc
−K∆c

)

, (1)

where M and K are some constants and φ is the free energy density. From the
Flory-Huggins solution theory it follows that

dφ

dc
= k1 + k2c+ k3T (ln c− ln(1− c)),

ki, i = 1, 2, 3, are some thermodynamical constants and T is the temperature
(see, e.g., [8]). We note that the constants k1, k2 and K characterize interaction
of components in the binary medium. They can be positive or negative. If the
components are identical, that is the medium is not in fact binary, they are
equal to zero. In this case, equation (1) is reduced to the diffusion equation.

Denote the right-hand side of the last equality by F (T, c). If the variation of
the composition is small, then we can linearize it around some constant c = c0:

F (T, c) ≈ k1 + k2c+ k3T (α+ β(c− c0)).
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where α = ln(c0/(1− c0)) and β = 1/(c0(1− c0)). Substituting the expression
for F (T, c) into (1), we obtain

∂u

∂t
= M∆

(

k1 + k2c0 + αk3T + (k2 + k3βT )u−K∆u
)

, (2)

where u = c− c0.
The existence, stability and some properties of solutions of the Cahn-Hil-

liard equation have been studied extensively in recent years (see, e.g., [3, 6, 11]).
In this work we investigate the existence of stationary solutions of equation (2),
which we write as

∆(∆u+ V (x)u+ au) = f(x), (3)

where

V (x) = −k3βT0(x)

K
, f(x) =

αk3
K

∆T0(x) + g(x), a = −k2 + k3βT∞

K
.

Here we use the representation T (x) = T∞ + T0(x), where T∞ denotes the
value of the temperature at infinity and T0(x) decays as |x| → ∞; g(x) is a
source term.

Thus, from the physical point of view, we study the existence of stationary
composition distributions depending on the temperature distribution, which
enters both in the coefficient of the equation and in the right-hand side. If
the temperature distribution is constant, that is T0(x) ≡ 0, then we obtain a
homogeneous equation with constant coefficients. It can have either only trivial
solution, in which case the composition distribution is also constant, c ≡ c0,
or, if the spectrum contains the origin, a nonzero eigenfunction. This case
corresponds to the phase separation.

In this work we study the case of a nonuniform temperature distribution,
such that T0(x) does not vanish identically. We will formulate the conditions of
the existence of the solution. If a solution does not exist, then this can signify
that the assumption about small variation of the composition is not applicable.
Instability of the homogeneous in space solution results in phase separation
with strong composition gradients.

From the mathematical point of view, we consider a linear elliptic equation
of the fourth order in R

3. There are two principally different cases. If the
essential spectrum of the corresponding elliptic operator does not contain the
origin, then the operator satisfies the Fredholm property, its image is closed
and equation (3) is solvable if and only if f(x) is orthogonal to all solutions of
the homogeneous adjoint equation. The essential spectrum can be determined
through limiting operators [15]. If the coefficients of the operator have limits
at infinity, the essential spectrum can be easily found by means of Fourier
transform (see below). If it contains the origin, then the operator does not
satisfy the Fredholm property and the Fredholm alternative is not applicable.
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In spite of apparent simplicity of equation (3), its solvability conditions in the
non-Fredholm case are not known. In the case of the second order equation,
solvability conditions were recently obtained in our previous works [17]–[20].
In this work we will apply these results to study the fourth order equation.

Let us assume that the potential V (x) is a smooth function vanishing at
infinity. The precise conditions on it will be specified below. The function f(x)
belongs to the appropriate weighted Hölder space, which will imply its square
integrability, and a is a nonnegative constant. We will study this equation in R

3.
The operator

Lu = ∆(∆u+ V (x)u+ au)

considered as acting from H4(R3) into L2(R3) (or in the corresponding Hölder
spaces) does not satisfy the Fredholm property. Indeed, since V (x) vanishes at
infinity, then the essential spectrum of this operator is the set of all complex λ
for which the equation

∆(∆u+ au) = λu

has a nonzero bounded solution. Applying the Fourier transform, we obtain

λ = −ξ2(a− ξ2), ξ ∈ R
3.

Hence the essential spectrum contains the origin. Consequently, the operator
does not satisfy the Fredholm property, and solvability conditions of equa-
tion (3) are not known. We will obtain solvability conditions for this equation
using the method developed in our previous papers [17]–[20]. This method is
based on spectral decomposition of self-adjoint operators.

Obviously, the problem above can be conveniently rewritten in the equiva-
lent form of the system of two second order equations







−∆v = f(x),

−∆u− V (x)u− au = v(x)
(4)

in which the first one has an explicit solution due to the fast rate of decay of
its right side stated in Assumption 3, namely

v0(x) :=
1

4π

∫

R3

f(y)

|x− y|dy (5)

with properties established in Lemma A1 of the Appendix. Note that both
equations of the system above involve second order differential operators with-
out Fredholm property. Their essential spectra are σess(−∆) = [0, ∞) and
σess(−∆ − V (x) − a) = [−a, ∞) for V (x) → 0 at infinity (see, e.g., [9]), such
that neither of the operators has a finite dimensional isolated kernel. Solvabil-
ity conditions for operators of that kind have been studied extensively in recent
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works for a single Schrödinger type operator (see [17]), sums of second order
differential operators (see [18]), the Laplacian operator with the drift term
(see [19]). Non Fredholm operators arise as well while studying the existence
and stability of stationary and travelling wave solutions of certain reaction-
diffusion equations (see, e.g., [5, 7, 16]). For the second equation in system (4)
we introduce the corresponding homogeneous problem

−∆w − V (x)w − aw = 0. (6)

We make the following technical assumptions on the scalar potential and the
right side of equation (3). Note that the first one contains conditions on V (x)
analogous to those stated in Assumption 1.1 of [17] (see also [18, 19]) with the
slight difference that the precise rate of decay is assumed not a.e. as before but
pointwise since in the present work the potential function is considered to be
smooth.

Assumption 1. The potential function V (x) : R3 → R satisfies the estimate

|V (x)| ≤ C

1 + |x|3.5+δ

with some δ > 0 and x = (x1, x2, x3) ∈ R
3 such that

4
1

9

9

8
(4π)−

2

3 ‖V ‖
1

9

L∞(R3)‖V ‖
8

9

L
4

3 (R3)
< 1 and

√
cHLS‖V ‖

L
3

2 (R3)
< 4π.

Here and further down C stands for a finite positive constant and cHLS given
on p.98 of [12] is the constant in the Hardy-Littlewood-Sobolev inequality

∣

∣

∣

∫

R3

∫

R3

f1(x)f1(y)

|x− y|2 dxdy
∣

∣

∣
≤ cHLS‖f1‖2

L
3

2 (R3)
, f1 ∈ L

3

2 (R3).

Here and below the norm of a function f1 ∈ Lp(R3), 1 ≤ p ≤ ∞ is denoted
as ‖f1‖Lp(R3).

Assumption 2. ∆V ∈ L2(R3) and ∇V ∈ L∞(R3).

We will use the notation

(f1(x), f2(x))L2(R3) :=

∫

R3

f1(x)f̄2(x)dx,

with a slight abuse of notations when these functions are not square integrable,
like for instance some of those used in the Assumption 3 below. Let us introduce
the auxiliary quantity

ρ(x) := (1 + |x|2) 1

2 , x = (x1, x2, x3) ∈ R
3 (7)
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and the space Cµ
a (R

3), where a is a real number and 0 < µ < 1 consisting of
all functions u for which

uρa ∈ Cµ(R3).

Here Cµ(R3) stands for the Hölder space such that the norm on Cµ
a (R

3) is
defined as

‖u‖Cµ

a (R3) := supx∈R3 |ρa(x)u(x)|+ supx,y∈R3

|ρa(x)u(x)− ρa(y)u(y)|
|x− y|µ .

Then the space of all functions for which

∂αu ∈ Cµ

a+|α|(R
3), |α| ≤ l,

where l is a nonnegative integer is being denoted as Cµ+l
a (R3). Let P (s) be the

set of polynomials of three variables of the order less or equal to s for s ≥ 0
and P (s) is empty when s < 0. We make the following assumption on the right
side of the linearized Cahn-Hilliard problem.

Assumption 3. Let f(x) ∈ Cµ
6+ε(R

3) for some 0 < ε < 1 and the orthogonality
relation

(f(x), p(x))L2(R3) = 0 (8)

holds for any polynomial p(x) ∈ P (3) satisfying the equation ∆p(x) = 0 .

Remark. A good example of such polynomials of the third order is

a

2
x3
1 +

b

2
x1x

2
2 +

c

2
x1x

2
3,

where a, b and c are constants, such that 3a + b + c = 0. The set of admissi-
ble p(x) includes also constants, linear functions of three variables and many
more examples.

By means of Lemma 2.3 of [17], under our Assumption 1 above on the
potential function, the operator −∆ − V (x) − a is self-adjoint and unitarily
equivalent to −∆− a on L2(R3) via the wave operators (see [10, 14])

Ω± := s− limt→∓∞eit(−∆−V )eit∆

with the limit understood in the strong L2 sense (see, e.g., [13] p.34, [4] p.90).
Therefore, −∆−V (x)−a on L2(R3) has only the essential spectrum σess(−∆−
V (x)−a) = [−a, ∞). Via the spectral theorem, its functions of the continuous
spectrum satisfying

[−∆− V (x)]ϕk(x) = k2ϕk(x), k ∈ R
3, (9)
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in the integral formulation the Lippmann-Schwinger equation for the perturbed
plane waves (see, e.g., [13] p.98)

ϕk(x) =
eikx

(2π)
3

2

+
1

4π

∫

R3

ei|k||x−y|

|x− y| (V ϕk)(y)dy (10)

and the orthogonality relations

(ϕk(x), ϕq(x))L2(R3) = δ(k − q), k, q ∈ R
3 (11)

form the complete system in L2(R3). We introduce the following auxiliary
functional space (see also [19, 20])

W̃ 2,∞(R3) := {w(x) : R3 → C | w,∇w,∆w ∈ L∞(R3)}. (12)

As distinct from the standard Sobolev space we require here not the bounded-
ness of all second partial derivatives of the function but of its Laplacian. Our
main result is as follows.

Theorem 4. Let Assumptions 1, 2 and 3 hold, a ≥ 0 and v0(x) is given by (5).
Then problem (3) admits a unique solution ua ∈ H4(R3) if and only if

(v0(x), w(x))L2(R3) = 0 (13)

for any w(x) ∈ W̃ 2,∞(R3) satisfying equation (6).

Remark. Note that ϕk(x) ∈ W̃ 2,∞(R3), k ∈ R
3, which was proven in Lemma

A3 of [19]. By means of (9) these perturbed plane waves satisfy the homo-
geneous problem (6) when the wave vector k belongs to the sphere in three
dimensions centered at the origin of radius

√
a.

2. Proof of the Main Result

Armed with the technical lemma of the Appendix we proceed to prove the
main result.

Proof of Theorem 4. The linearized Cahn-Hillard equation (3) is equivalent to
system (4) in which the first equation admits a solution v0(x) given by (5).
The function v0(x) ∈ L2(R3) ∩ L∞(R3) and |x|v0(x) ∈ L1(R3) by means of
Lemma A1 and Assumption 3. Then according to Theorem 3 of [20] the
second equation in system (4) with v0(x) in its right side admits a unique
solution in H2(R3) if and only if the orthogonality relation (13) holds. This
solution of problem (3) ua(x) ∈ H2(R3) ⊂ L∞(R3) via the Sobolev embedding
theorem, a ≥ 0 satisfies the equation

−∆ua − V (x)ua − aua = v0(x).
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We use the formula

∆(V ua) = V∆ua + 2∇V.∇ua + ua∆V (14)

with the “dot” denoting the standard scalar product of two vectors in three
dimensions. The first term in the right side of (14) is square integrable since
V (x) is bounded and ∆ua(x) ∈ L2(R3). Similarly ua∆V ∈ L2(R3) since ua(x)
is bounded and ∆V is square integrable by means of Assumption 2. For the
second term in the right side of (14) we have ∇ua(x) ∈ L2(R3) and ∇V is
bounded via Assumption 2, which yields ∇V.∇ua ∈ L2(R3) and therefore,
∆(V ua) ∈ L2(R3). The right side of problem (3) belongs to L2(R3) due to
Assumption 3. Indeed, since supx∈R3 |ρ6+εf | ≤ C, we arrive at the estimate

|f(x)| ≤ C

(ρ(x))6+ε
, x ∈ R

3 (15)

with ρ(x) defined explicitly in (7). Hence from equation (3) we deduce that
∆2ua ∈ L2(R3). Any partial third derivative of ua is also square integrable due
to the trivial estimate in terms of the L2(R3) norms of ua and ∆2ua, which are
finite. This implies that ua ∈ H4(R3).

To investigate the issue of uniqueness we suppose u1, u2 ∈ H4(R3) are two
solutions of problem (3). Then their difference u(x) = u1(x)−u2(x) ∈ H4(R3)
satisfies equation (3) with vanishing right side. Clearly u,∆u ∈ L2(R3) and
V u ∈ L2(R3). Therefore, v(x) = −∆u − V (x)u − au ∈ L2(R3) and solves the
equation ∆v = 0. Since the Laplace operator does not have any nontrivial
square integrable zero modes, v(x) = 0 a.e. in R

3. Hence, we arrive at the
homogeneous problem (−∆− V (x)− a)u = 0, u(x) ∈ L2(R3). The operator
in brackets is unitarily equivalent to −∆−a on L2(R3) as discussed above and
therefore u(x) = 0 a.e. in R

3.

3. Appendix

Lemma A1. Let Assumption 3 hold. Then v0(x) ∈ L2(R3) ∩ L∞(R3) and
xv0(x) ∈ L1(R3).

Proof. According to the result of [2], for the solution of the Poisson equa-
tion (5) under the condition f(x) ∈ Cµ

6+ε(R
3) and orthogonality relation (8)

given in Assumption 3 we have v0(x) ∈ Cµ+2
4+ε (R

3). Hence supx∈R3 |ρ4+εv0| ≤ C,
such that

|v0(x)| ≤
C

(ρ(x))4+ε
, x ∈ R

3.

The statement of the lemma easily follows from definition (7).
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Remark. Note that the boundedness of v0(x) can be easily shown via the argu-
ment of Lemma 2.1 of [17], which relies on Young’s inequality. The square in-
tegrability of v0(x) can be proven by applying the Fourier transform to it, using
the facts that f(x) ∈ L2(R3), |x|f(x) ∈ L1(R3) and its Fourier image vanishes
at the origin since it is orthogonal to a constant by means of Assumption 3.
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Non-vanishing Theorems

for Rank Two Vector Bundles
on Threefolds1

Edoardo Ballico, Paolo Valabrega

and Mario Valenzano

Abstract. The paper investigates the non-vanishing of H1(E(n)),
where E is a (normalized) rank two vector bundle over any smooth
irreducible threefold X with Pic(X) ∼= Z. If ǫ is defined by the equality
ωX = OX(ǫ), and α is the least integer t such that H0(E(t)) 6= 0, then,
for a non-stable E, H1(E(n)) does not vanish at least between ǫ−c1

2
and

−α − c1 − 1. The paper also shows that there are other non-vanishing
intervals, whose endpoints depend on α and on the second Chern class
of E. If E is stable H1(E(n)) does not vanish at least between ǫ−c1

2

and α − 2. The paper considers also the case of a threefold X with
Pic(X) 6= Z but Num(X) ∼= Z and gives similar non-vanishing results.

Keywords: Rank Two Vector Bundles, Smooth Threefolds, Non-vanishing of 1-

Cohomology.

MS Classification 2010: 14J60, 14F05

1. Introduction

In 1942 G. Gherardelli ([5]) proved that, if C is a smooth irreducible curve in
P
3 whose canonical divisors are cut out by the surfaces of some degree e and

moreover all linear series cut out by the surfaces in P
3 are complete, then C

is the complete intersection of two surfaces. Shortly and in the language of
modern algebraic geometry: every e-subcanonical smooth curve C in P

3 such
that h1(IC(n)) = 0 for all n is the complete intersection of two surfaces.

Thanks to the Serre correspondence between curves and vector bundles
(see [7, 8, 9]) the above statement is equivalent to the following one: if E is a
rank two vector bundle on P

3 such that h1(E(n)) = 0 for all n, then E splits.

1The paper was written while all authors were members of INdAM-GNSAGA.
Lavoro eseguito con il supporto del progetto PRIN “Geometria delle varietà algebriche e dei
loro spazi di moduli”, cofinanziato dal MIUR (cofin 2008).
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There are many improvements of the above result with a variety of different
approaches (see for instance [2, 3, 4, 13, 15]): it comes out that a rank two vector
bundle E on P

3 is forced to split if h1(E(n)) vanishes for just one strategic
n, and such a value n can be chosen arbitrarily within a suitable interval,
whose endpoints depend on the Chern classes and the least number α such
that h0(E(α)) 6= 0.

When rank two vector bundles on a smooth threefoldX of degree d in P
4 are

concerned, similar results can be obtained, with some interesting difference.
In 1998 Madonna ([11]) proved that on a smooth threefold X of degree d in

P
4 there are ACM rank two vector bundles (i.e. whose 1-cohomology vanishes

for all twists) that do not split. And this can happen, for a normalized vector
bundle E (c1 ∈ {0,−1}), only when 1− d+c1

2
< α < d−c1

2
, while an ACM rank

two vector bundle on X whose α lies outside of the interval is forced to split.
The following non-vanishing results for a normalized non-split rank two

vector bundle on a smooth irreducible thereefold of degree d in P
4 are

proved in [11]:

- if α ≤ 1− d+c1

2
, then h1(E(d−3−c1

2
)) 6= 0 if d+c1 is odd, h1(E(d−4−c1

2
)) 6=

0, h1(E(d−2−c1

2
)) 6= 0 if d + c1 is even, while h1(E(d−c1

2
)) 6= 0 if d + c1 is

even and moreover α ≤ −d+c1

2
;

- if α ≥ d−c1

2
, then h1(E(d−3−c1

2
)) 6= 0 if d + c1 is odd, while

h1(E(d−4−c1

2
)) 6= 0 if d+ c1 is even.

In [11] it is also claimed that the same techniques work to obtain simi-
lar non-vanishing results on any smooth threefold X with Pic(X) ∼= Z and
h1(OX(n)) = 0, for every n.

The present paper investigates the non-vanishing of H1(E(n)), where E is
a rank two vector bundle over any smooth irreducible threefold X such that
Pic(X) ∼= Z and H1(OX(n)) = 0, for all n. Actually we can prove that for
such an E there is a wider range of non-vanishing for h1(E(n)), so improving
the above results.

More precisely, when E is (normalized and) non-stable (α ≤ 0) the first
cohomology module does not vanish at least between the endpoints ǫ−c1

2
and

−α − c1 − 1, where ǫ is defined by the equality ω(X) = OX(ǫ) (and is d − 5
if X ⊂ P

4, where d = deg(X)). But we can show that there are other non-
vanishing intervals, whose endpoints depend on α and also on the second Chern
class c2 of E .

If on the contrary E is stable the first cohomology module does not vanish at
least between the endpoints ǫ−c1

2
and α− 2, but other ranges of non-vanishing

can be produced.
We give a few examples obtained by pull-back from vector bundles on P

3.
We must remark that most of our non-vanishing results do not exclude the

range for α between the endpoints 1 − d+c1

2
and d−c1

2
(for a general threefold
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it becomes − ǫ+3+c1

2
< α < ǫ+5−c1

2
). Actually [11] produces some examples of

non-split ACM rank two vector bundles on smooth hypersurfaces in P
4, but it

can be seen that they do not conflict with our theorems.
As to threefolds with Pic(X) 6= Z, we need to observe that a key point is a

good definition of the integer α. We are able to prove, by using a boundedness
argument, that α exists when Pic(X) 6= Z but Num(X) ∼= Z. In this event
the correspondence between rank two vector bundles and two-codimensional
subschemes can be proved to hold. In order to obtain non-vanishing results
that are similar to the results proved when Pic(X) ∼= Z, we need also use the
Kodaira vanishing theorem, which holds in characteristic 0. We can extend the
results to characteristic p > 0 if we assume a Kodaira-type vanishing condition.

In this paper we investigate non-vanishing theorems for rank two vector
bundles on any threefold. The problem looks quite different if the threefold
is general of belongs to some family (for the case of ACM bundles see for
instance [14] and [1]).

Moreover we observe that our examples of section 6 are sharp but the three-
folds (except one) are quadric hypersurfaces, so that one can guess that some
stronger statement holds when the degree d is large enough.

2. Notation

We work over an algebraically closed field k of any characteristic.
LetX be a non-singular irreducible projective algebraic variety of dimension

3, for short a smooth threefold. We fix an ample divisor H on X, so we consider
the polarized threefold (X,H). We denote with OX(n), instead of OX(nH),
the invertible sheaf corresponding to the divisor nH, for each n ∈ Z.

For every cycle Z on X of codimension i it is defined its degree with respect
to H, i.e. deg(Z;H) := Z · H3−i, having identified a codimension 3 cycle on
X, i.e. a 0-dimensional cycle, with its degree, which is an integer.

From now on (with the exception of section 7) we consider a smooth polar-
ized threefold (X,OX(1)) = (X,H) that satifies the following conditions:

(C1) Pic(X) ∼= Z generated by [H],

(C2) H1(X,OX(n)) = 0 for every n ∈ Z,

(C3) H0(X,OX(1)) 6= 0.

By condition (C1) every divisor on X is linearly equivalent to aH for some
integer a ∈ Z, i.e. every invertible sheaf on X is (up to an isomorphism) of
type OX(a) for some a ∈ Z, in particular we have for the canonical divisor
KX ∼ ǫH, or equivalently ωX ≃ OX(ǫ), for a suitable integer ǫ. Furthermore,
by Serre duality condition (C2) implies that H2(X,OX(n)) = 0 for all n ∈ Z.
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Since by assumption A1(X) = Pic(X) is isomorphic to Z through the map
[H] 7→ 1, where [H] = c1(OX(1)), we identify the first Chern class c1(F) of a
coherent sheaf with a whole number c1, where c1(F) = c1H.

The second Chern class c2(F) gives the integer c2 = c2(F) ·H and we will
call this integer the second Chern number or the second Chern class of F .

We set

d := deg(X;H) = H3,

so d is the “degree” of the threefold X with respect to the ample divisor H.
Let c1(X) and c2(X) be the first and second Chern classes of X, that is of

its tangent bundle TX (which is a locally free sheaf of rank 3); then we have

c1(X) = [−KX ] = −ǫ[H],

so we identify the first Chern class of X with the integer −ǫ. Moreover we set

τ := deg(c2(X);H) = c2(X) ·H,

i.e. τ is the degree of the second Chern class of the threefold X.
In the following we will call the triple of integers (d, ǫ, τ) the characteristic

numbers of the polarized threefold (X,OX(1)).
We recall the well-known Riemann-Roch formula on the threefold X (e.g.

see [18], Proposition 4).

Theorem 2.1 (Riemann-Roch). Let F be a rank r coherent sheaf on X with
Chern classes c1(F), c2(F) and c3(F). Then the Euler-Poincaré characteristic
of F is

χ(F) =
1

6

(

c1(F)3−3c1(F) · c2(F)+3c3(F)
)

+
1

4

(

c1(F)2 − 2c2(F)
)

· c1(X)

+
1

12
c1(F) ·

(

c1(X)2 + c2(X)
)

+
r

24
c1(X) · c2(X)

where c1(X) and c2(X) are the Chern classes of X, that is the Chern classes
of the tangent bundle TX of X.

So applying the Riemann-Roch Theorem to the invertible sheaf OX(n), for
each n ∈ Z, we get the Hilbert polynomial of the sheaf OX(1)

χ(OX(n)) =
d

6

(

n− ǫ

2

)[(

n− ǫ

2

)2

+
τ

2d
− ǫ2

4

]

. (1)

Let E be a rank 2 vector bundle on the threefold X with Chern classes c1(E)
and c2(E), i.e. with Chern numbers c1 and c2. We assume that E is normalized,
i.e. that c1 ∈ {0,−1}. It is defined the integer α, the so called first relevant
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level, such that h0(E(α)) 6= 0, h0(E(α − 1)) = 0. If α > 0, E is called stable,
non-stable otherwise. We set

ϑ =
3c2
d

− τ

2d
+

ǫ2

4
− 3c21

4
, ζ0 =

ǫ− c1
2

, and w0 = [ζ0] + 1,

where [ζ0] = integer part of ζ0, so the Hilbert polynomial of E can be written as

χ(E(n)) = d

3

(

n− ζ0
)

[

(

n− ζ0
)2 − ϑ

]

. (2)

If ϑ ≥ 0 we set
ζ = ζ0 +

√
ϑ

so in this case the Hilbert polynomial of E has the three real roots ζ ′ ≤ ζ0 ≤ ζ
where ζ ′ = ζ0 −

√
ϑ. We also define ᾱ = [ζ] + 1.

The polinomial χ(E(n)), as a rational polynomial, has three real roots if
and only if ϑ ≥ 0, and it has only one real root if and only if ϑ < 0.

If E is normalized, we set

δ = c2 + c1dα+ dα2.

Proposition 2.2. It holds δ = 0 if and only if E splits.

Proof. (see also [17], Lemma 3.13) In fact, if E = OX(a) ⊗ OX(−a + c1), for
some a ≥ 0, then a direct computation shows that δ = 0. Conversely, if E
is a non-split bundle, then E(α) has a non-vanishing section that gives rise to
a two-codimensional scheme, whose degree, by [6], Appendix A, 3, C6, is δ,
which cannot be 0.

Unless stated otherwise, we work over the smooth polarized threefold X
and E is a normalized non-split rank two vector bundle on X.

3. About the Characteristic Numbers ǫ and τ

In this section we want to recall some essentially known properties of the char-
acteristic numbers of the threefoldX (see also [16] for more general statements).
We start with the following remark.

Remark 3.1. For the fixed ample invertible sheaf OX(1) we have:

h0(OX(n)) = 0 for n < 0, h0(OX) = 1, h0(OX(n)) 6= 0 for n > 0,

and also h0(OX(m))− h0(OX(n)) > 0 for all n,m ∈ Z with m > n ≥ 0.
Moreover it holds

χ(OX) = h0(OX)− h3(OX) = 1− h0(OX(ǫ)),

so we have:

χ(OX) = 1 ⇐⇒ ǫ < 0, χ(OX) = 0 ⇐⇒ ǫ = 0, χ(OX) < 0 ⇐⇒ ǫ > 0.



16 E. BALLICO ET AL.

Proposition 3.2. Let (X,OX(1)) be a smooth polarized threefold with charac-
teristic numbers (d, ǫ, τ). Then it holds:

1) ǫ ≥ −4,

2) ǫ = −4 if and only if X= P
3, i.e. (d, ǫ, τ) = (1,−4, 6) and so τ

2d
− ǫ

2

4
=−1,

3) if ǫ = −3, then (d, ǫ, τ) = (2,−3, 8) and τ

2d
− ǫ

2

4
= − 1

4
,

4) ǫτ is a multiple of 24, in particular if ǫ < 0 then ǫτ = −24 and moreover
the only possibilities for (ǫ, τ) are the following:

(ǫ, τ) ∈ {(−4, 6), (−3, 8), (−2, 12), (−1, 24)},

5) if ǫ 6= 0, then τ > 0,

6) if ǫ = 0, then τ > −2d,

7) τ is always even,

8) if ǫ is even, then τ

2d
− ǫ

2

4
≥ −1,

9) if ǫ is odd, then τ

2d
− ǫ

2

4
≥ − 1

4
.

Proof. For statements 1), 2), 3) see [16].

4) Observe that χ(OX) = − 1

24
ǫτ is an integer, and moreover, if ǫ < 0, then

χ(OX) = 1. If ǫ < 0, then by 1) we have ǫ ∈ {−4, −3, −2, −1} and so
we obtain the thesis.

5) By Remark 3.1 we have: if ǫ > 0 then − 1

24
ǫτ < 0, while if ǫ < 0 then

− 1

24
ǫτ > 0. In both cases we deduce τ > 0.

6) If ǫ = 0, then we have

χ(OX(n)) =
d

6
n

(

n2 +
τ

2d

)

,

and also
χ(OX(n)) = h0(OX(n)) > 0 ∀n > 0,

therefore we must have 2d+τ

12
> 0, so τ > −2d.

7) Assume that ǫ is even, then we have

d

(

1− ǫ

2

)(

1 +
ǫ

2

)

+
τ

2
= d

(

1− ǫ2

4
+

τ

2d

)

= 6χ

(

OX

(

ǫ

2
+ 1

))

∈ Z

and moreover d
(

1− ǫ

2

) (

1 + ǫ

2

)

∈ Z, so τ must be even.

If ǫ is odd, the proof is quite similar.
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8) Let ǫ be even. If it holds

h0

(

OX

( ǫ

2
+ 1

))

− h0

(

OX

( ǫ

2
− 1

))

= χ
(

OX

( ǫ

2
+ 1

))

< 0,

then we must have h0
(

OX

(

ǫ

2
− 1

))

6= 0, which implies

h0

(

OX

( ǫ

2
+ 1

))

− h0

(

OX

( ǫ

2
− 1

))

≥ 0,

a contradiction. So we must have

χ
(

OX

( ǫ

2
+ 1

))

=
d

6

(

1 +
τ

2d
− ǫ2

4

)

≥ 0,

therefore
τ

2d
− ǫ2

4
≥ −1.

9) The proof is quite similar to the proof of 8).

4. Non-stable Vector Bundles (α ≤ 0)

We make the following assumption:

E is a normalized non-split rank two vector bundle with α ≤ 0.

Lemma 4.1. For every integer n it holds:

χ(OX(n− α))− χ(OX(ǫ− n− α− c1))− χ(E(n)) = (n− ζ0)δ.

Proof. It is a straightforward computation using formulas (1) and (2) for the
Hilbert polynomial of OX(1) and E , respectively.

Proposition 4.2. Assume that ζ0 < −α− c1 − 1. Then it holds:

h1(E(n))− h2(E(n)) = (n− ζ0)δ

for every integer n such that ζ0 < n ≤ −α− c1 − 1.

Proof. For each n such that ζ0 < n ≤ −α− c1− 1 it holds: ǫ−n+α < −1 and
n+ α+ c1 ≤ −1, so we have

h3(OX(n− α)) = h0(OX(ǫ− n+ α)) = 0

h3(OX(ǫ− n− α− c1)) = h0(OX(n+ α+ c1)) = 0,



18 E. BALLICO ET AL.

therefore we obtain:

h0(E(n)) = h0(OX(n− α)) = χ(OX(n− α))

h3(E(n)) = h0(E(ǫ− n− c1)) = h0(OX(ǫ− n− α− c1))

= χ(OX(ǫ− n− α− c1)).

Hence

h1(E(n))− h2(E(n)) = h0(E(n))− h3(E(n))− χ(E(n)) =
= χ(OX(n− α))− χ(OX(ǫ− n− α− c1))− χ(E(n)),

so using Lemma 4.1 we obtain tha claim.

Theorem 4.3. Let us assume that ζ0 < −α − c1 − 1 and let n be such that
ζ0 < n ≤ −α− 1− c1. Then h1(E(n)) ≥ (n− ζ0)δ. In particular h1(E(n)) 6= 0.

Proof. It is enough to observe that h1(E(n))−h2(E(n)) = (n− ζ0)δ, by Propo-
sition 4.2, and that the right side of this equality is strictly positive for a
non-split vector bundle.

Remark 4.4. Observe that the above theorem describes a non-empty set of
integers if and only if −α − c1 − 1 > ζ0; this means α < − ǫ+2+c1

2
, i.e. α ≤

− ǫ+3+c1

2
. So our assumption on α agrees with the bound of [11].

Observe that the inequality on α implies that α ≤ −2 if ǫ ≥ 1.

The non-vanishing result above can be improved, if other invariants both
of the threefold and the bundle are considered.

Now we set λ = τ

2d
− ǫ

2

4
and consider the following degree 3 polynomial:

F (X) = X3 +

(

λ− 6δ

d

)

X +
6δ

d

(

α+
c1
2

)

.

It is easy to see that, if 6δ

d
− τ

2d
+ ǫ

2

4
≤ 0, then F (X) is strictly increasing and

so it has only one real root X0.

Theorem 4.5. Assume that 6δ

d
− τ

2d
+ ǫ

2

4
≤ 0. Let n be such that ǫ−α−c1+1 ≤

n < −α + X0 + ζ0, where X0 = unique real root of F (X). Then h1(E(n)) ≥
−d

6
F
(

n+ α− ζ0 +
c1

2

)

> −d

6
F (X0) = 0. In particular h1(E(n)) 6= 0.

Proof. For each n such that ǫ − α − c1 + 1 ≤ n < −α + X0 + ζ0 it holds:
ǫ− n+ α ≤ −1 and ǫ− n− c1 ≤ α− 1, so we have

h3(OX(n− α)) = h0(OX(ǫ− n+ α)) = 0

h3(E(n)) = h0(E(ǫ− n− c1)) = 0.
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Moreover, taking into account the exact sequence

0 → OX(n− α) → E(n) → IZ(n+ α) → 0

which arises from the Serre correspondence (see [18], Theorem 4), and where
Z is the zero-locus of a non-zero section of E(α), we obtain:

h0(E(n)) ≥ h0(OX(n− α)) = χ(OX(n− α)).

Hence

h1(E(n)) = h0(E(n)) + h2(E(n))− h3(E(n))− χ(E(n))

≥ χ(OX(n− α))− χ(E(n)) = (by Lemma 4.1)

= (n− ζ0)δ + χ(OX(ǫ− n− α− c1))

= (n− ζ0)δ −
d

6

(

n+ α− ζ0 +
c1
2

)[(

n+ α− ζ0 +
c1
2

)2

+ λ

]

,

so, if we put X = n + α − ζ0 + c1

2
, then we obtain: h1(E(n)) ≥ −d

6
F (X) >

−d

6
F (X0) = 0, because of the hypothesis n < −α+X0 + ζ0 and the fact that

F is strictly increasing.

The proofs of the above theorems work perfectly without any restriction
on ǫ, while for the proof of the following theorem a few more words are re-
quired if ǫ ≤ 0.

Theorem 4.6. Assume that 6δ

d
− τ

2d
+ ǫ

2

4
− 3c

2

1

4
≥ 0. Let n > ζ0 be such that

ǫ− α− c1 + 1 ≤ n < ζ0 +

√

6δ

d
− τ

2d
+ ǫ2

4
− 3c2

1

4
and put

S(n) =
d

6

(

n− ǫ−c1
2

)

[

(

n− ǫ−c1
2

)2

− 6
c2 + dα2 + c1dα

d
+

τ

2d
− ǫ2

4
+

3c21
4

]

.

Then h1(E(n)) ≥ −S(n) > 0. In particular h1(E(n)) 6= 0.

Proof. Case 1: ǫ ≥ 1. Assume c1 = 0. Under our hypothesis h0(E(ǫ−n)) = 0
and so h1(E(n)) − h2(E(n)) ≥ h0(OX(n − α)) − χ(E(n)). Observe that
h0(OX(n−α))−χ(E(n)) +S(n) = − 1

2
ndα(−ǫ+ n+α))− 1

12
dα(−3ǫα+

2α2+ǫ2+ τ

d
) ≥ 0 (by direct computation). Therefore we have: h1(E(n)) ≥

h2(E(n))− S(n). Hence h1(E(n)) may possibly vanish when

(

n− ǫ

2

)2

− 6
c2 + dα2

d
+

τ

2d
− ǫ2

4
≥ 0.
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When S(n) < 0, so −S(n) > 0, h1(E(n)) ≥ −S(n) > 0 and in particular
it cannot vanish.

If c1 = −1 the proof is quite similar.

Case 2: ǫ ≤ 0.

A. ǫ ≤ −2.

We need to know that

1

2
ndα(−ǫ+ n+ α) +

1

12
dα(ǫ2 +

τ

d
− 3ǫα+ 2α2) ≤ 0.

The first term of the sum is for sure negative; as for

1

12
dα

(

ǫ2 +
τ

d

)

+
1

12
dα2(−3ǫ+ 2α)

we observe that the quantity in brackets has discriminant

∆ = ǫ2 − 8
τ

d
= 4

(

ǫ2

4
− τ

2d
+

τ

2d
− 8

τ

d

)

≤ 4(1− 15) < 0.

Therefore it is positive for all α ≤ 0 and the product is negative.

B. ǫ = −1.

We need to know that

1

2
ndα(1 + n+ α) +

1

12
dα

(

1 +
τ

d

)

+
1

12
dα2(3 + 2α) ≤ 0.

If α ≤ −2, then it is enough to observe that τ

d
+ 3α + 2α2 ≥ 0. If

α = −1 we have to consider − 1

2
n2d + 1

12
d τ

d
and then we observe

that 6n2 + τ

d
> 0. If α = 0 obviously the quantity is 0.

C. ǫ = 0.

In theorem 4.5 we need to know that

1

2
ndα(n+ α) +

1

12
dα

(τ

d

)

+
1

12
dα2(2α) ≤ 0.

It is enough to observe that n + α ≥ 1 and that 2α2 + τ

d
> 0 (by

Proposition 3.2(6)), if α < 0; otherwise we have a 0 quantity.

Remark 4.7. Observe that in Theorems 4.5 and 4.6 α can be zero.

Remark 4.8. Observe that the case α = 0 in Theorem 4.3 can occur only if
ǫ ≤ −c1 − 3.
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Remark 4.9. In theorem 4.6 we do not use the hypothesis − ǫ+3

2
≥ α, but we

assume that 6 c2+dα
2

d
− τ

2d
+ ǫ

2

4
−1 ≥ 0. In theorem 4.5 we do not use the hypoth-

esis − ǫ+3

2
≥ α, but we assume that 6 c2+dα

2

d
− τ

2d
+ ǫ

2

4
< 0. Moreover in both

theorems there is a range for n, the left endpoint being ǫ−α−c1+1 and the right

endpoint being either ζ0+
√

6 c2+dα2

d
− τ

2d
+ ǫ2

4
− 1 (4.6) or ζ0 − α+X0 (4.5).

In [11] there are examples of ACM non-split vector bundles on smooth three-
folds in P

4, with − ǫ+3+c1

2
< α < ǫ+5−c1

2
. We want to emphasize that our

theorems do not conflict with the examples of [11]: if C is any curve described
in [11] and lying on a smooth threefold of degree d, then our numerical con-
straints cannot be satisfied (we have checked it directly in many but not all
cases).

Remark 4.10. Let us consider a smooth degree d threefold X ⊂ P
4.

We have:

ǫ = d− 5, τ = d(10− 5d+ d2), ϑ =
3c2
d

− d2 − 5 + 3c21
4

(see [18]). As to the characteristic function of OX and E, it holds:

χ(OX(n)) =
d

6

(

n− d− 5

2

)[(

n− d− 5

2

)2

+
d2 − 5

4

]

,

χ(E(n)) = d

3

(

n− d−5−c1
2

)[(

n− d−5−c1
2

)2

+
d2

4
− 5

4
+

3c21
4

− 3c2
d

]

.

Then it is easy to see that the hypothesis of Theorem 4.6, i.e. 6 δ

d
− d

2
−5+3c

2

1

4
≥ 0

is for sure fulfilled if c2 ≥ 0, α ≤ −d−2+c1

2
. In fact we have (for the sake of sim-

plicity when c1 = 0): −6 6c2+dα
2

d
+ d

2
−5

4
≤ d

2
−5

4
−6d

2
−2d+1

4
= − 5d

2
−12d+11

4
< 0.

Remark 4.11. Condition (C2) holds for sure if X is a smooth hypersurface
of P4. In general, for a characteristic 0 base field, only the Kodaira vanishing
holds ([6], remark 7.15) and so, unless we work over a threefold X having some
stronger vanishing, we need assume, in Theorems 4.3, 4.5, 4.6 that n − α /∈
{0, . . . , ǫ} (which implies, by duality, that also ǫ− n+ α /∈ {0, . . . , ǫ}).

Observe that the first assumption (n−α /∈ {0, . . . , ǫ}) in the case of Theorem
4.3 is automatically fulfilled because of the hypothesis ζ0 < −α − c1 − 1, and
in Theorems 4.5 and 4.6 because of the hypothesis ǫ− α − c1 + 1 ≤ n. In fact
n − α is greater than ǫ. But this implies that ǫ − n + α < 0 and so also the
second condition is fulfilled, at least when ǫ ≥ 0. For the case ǫ < 0 in positive
characteristic see [16].

Observe that, if ǫ < 0, Kodaira, and so (C2), holds for every n.
For a general discussion, also in characteristic p > 0, of this question, see

section 7, Remark 7.8.
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Remark 4.12. In the above theorems we assume that E is a non-split bundle.
If E splits, then (see section 2) δ = 0. In Theorem 4.3 this implies h1(E(n))−
h2(E(n)) = 0 and so nothing can be said on the non-vanishing.

Let us now consider Theorem 4.6. If δ = 0, then we must have: ζ0 <

n < ζ0 +

√

− τ

2d
+ ǫ2

4
− 3c2

1

4
≤ ζ0 + 1 (the last inequality depending on Proposi-

tion 3.2(8) and (9)). As a consequence ζ0 cannot be a whole number. More-

over, since we have 2ζ0 − α + 1 ≤ n < ζ0 +

√

− τ

2d
+ ǫ2

4
− 3c2

1

4
, we obtain that

ζ0 < α ≤ 0, hence ǫ − c1 ≤ −1. If c1 = 0, ǫ ∈ {−1,−3}. If ǫ = −3, then n
must satisfy the following inequalities: − 3

2
< n < −1 (see Proposition 3.2(8)),

which is a contradiction. If ǫ = −1, then, by Proposition 3.2(8), we have
−1 + α + 1 < − 1

2
+ 1

2
= 0, which implies α > 0, a contradiction. If c1 = −1,

then ǫ ∈ {−2,−4}. If ǫ = −4, we have

√

− τ

2d
+ ǫ2

4
− 3c2

1

4
= 1

2
, and so we must

have: − 3

2
< n < −1, which is impossible. If ǫ = −2, then ζ0 = − 1

2
and so

−2−α+2 < − 1

2
+
√

1− 3

4
, which implies −α < 0, hence α > 0, a contradiction

with the non-stability of E.
Then we consider Theorem 4.5. The vanishing of δ on the one hand im-

plies λ > 0 and X0 = 0. But on the other hand from our hypothesis on the
range of n we see that ζ0 ≤ −2, hence ǫ = −4, c1 = 0. But this contradicts
Proposition 3.2(2).

5. Stable Vector Bundles

We start with the following lemma which holds both in the stable and in the
non-stable case but is useful only in the present section.

Lemma 5.1. If h1(E(m)) = 0 for some integer m ≤ α − 2, then h1(E(n)) = 0
for all n ≤ m.

Proof. First of all observe that, by our condition (C3), from the restriction
exact sequence we can obtain in cohomology the exact sequence

0 → H0(E(m)) → H0(E(m+ 1)) → H0(EH(m+ 1)) → 0.

Since m+1 ≤ α−1 we obtain that h0(EH(m+1)) = 0, and so h0(EH(t)) = 0 for
every t ≤ m+ 1. This implies that h1(E(t− 1)) ≤ h1(E(t)) for each t ≤ m+ 1,
and so we prove the claim. (Our proof is quite similar to the one given in [17]
for P3, where condition (C3) is automatically fulfilled).

In the present section we assume that α ≥ ǫ−c1+5

2
, or equivalently that

c1 + 2α ≥ ǫ+ 5. This means that α ≥ 1 in any event, so E is stable.

Theorem 5.2. Let E be a rank 2 vector bundle on the threefold X with first
relevant level α. If α ≥ ǫ+5−c1

2
, then h1(E(n)) 6= 0 for w0 ≤ n ≤ α− 2.
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Proof. By the hypothesis it holds w0 ≤ α− 2, so we have h0(E(n)) = 0 for all
n ≤ w0 + 1. Assume h1(E(w0)) = 0, then by Lemma 5.1 it holds h1(E(n)) = 0
for every n ≤ w0. Therefore we have

χ(E(w0)) = h0(E(w0)) + h1(E(−w0 + ǫ− c1))− h0(E(−w0 + ǫ− c1)) = 0.

Now observe that the characteristic function has at most three real roots, that
are symmetric with respect to ζ0. Therefore, if w0 is a root, then w0 = ζ0+

√
ϑ

and the other roots are ζ0 and ζ0 −
√
ϑ. This implies that χ(E(w0 + 1)) > 0.

On the other hand

χ(E(w0 + 1)) = −h1(E(w0 + 1)) ≤ 0,

a contradiction. So we must have h1(E(w0)) 6= 0, then by Lemma 5.1 we obtain
the thesis.

Remark 5.3. If E is ACM, then α < ǫ+5−c1

2
.

Theorem 5.4. Let E be a normalized rank 2 vector bundle on the threefold X
with ϑ ≥ 0 and w0 < ζ. Then the following hold:

1) h1(E(n)) 6= 0 for ζ0 < n < ζ, i.e. for w0 ≤ n ≤ ᾱ − 2, and also for
n = ᾱ− 1 if ζ /∈ Z.

2) If ζ ∈ Z and α < ᾱ, then h1(E(ᾱ− 1)) 6= 0.

Proof.

1) The Hilbert polynomial of the bundle E is strictly negative for each integer
such that w0 ≤ n < ζ, but for such an integer n we have h2(E(n)) ≥ 0
and h0(E(n)) − h0(E(−n + ǫ − c1)) ≥ 0 since n ≥ −n + ǫ − c1 for every
n ≥ w0, therefore we must have h1(E(n)) 6= 0. The other statements hold
because ᾱ is, by definition, the integral part of ζ + 1.

2) If ζ ∈ Z, then ζ = ᾱ−1, so we have χ(E(ᾱ−1)) = χ(E(ζ)) = 0. Moreover
h0(E(ᾱ− 1)) 6= 0 since α < ᾱ, therefore h0(E(ᾱ− 1))− h3(E(ᾱ− 1)) > 0,
and h1(E(n)) = 0 implies h1(E(m)), for all m ≤ n; hence we must have
h1(E(ᾱ− 1)) 6= 0 to obtain the vanishing of χ(E(ᾱ− 1)).

Remark 5.5. Observe that in this section we assume α ≥ ǫ−c1+5

2
, in order to

have w0 ≤ α− 2 and so to have a non-empty range for n in Theorem 5.2.

Remark 5.6. Observe that in the stable case we need not assume any vanishing
of h1(OX(n)).

Remark 5.7. Observe that split bundles are excluded in this section because
they cannot be stable.
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6. Examples

We need the following

Remark 6.1. Let X ⊂ P
4 be a smooth threefold of degree d and let f be the pro-

jection onto P
3 from a general point of P4 not on X, and consider a normalized

rank two vector bundle E on P
3 which gives rise to the pull-back F = f∗(E).

We want to check that f∗(OX) ∼= ⊕d−1

i=0
OP3(−i).

Since f is flat and deg(f) = d, f∗(OX) is a rank d vector bundle. The pro-
jection formula and the cohomology of the hypersurface X shows that f∗(OX)
is ACM. Thus there are integers a0 ≥ · · · ≥ ad−1 such that f∗(OX) ∼=
⊕d−1

i=0
OP3(ai). Since h0(X,OX) = 1, the projection formula gives a0 = 0 and

ai < 0 for all i > 0. Since h0(X,OX(1)) = 5 = h0(P3,OP3(1)) + h0(P3,OP3),
the projection formula gives a1 = −1 and ai ≤ −2 for all i ≥ 2. Fix an integer
t ≤ d − 2 and assume proved ai = −i for all i ≤ t and ai < −t for all i > t.
Since h0(X,OX(t + 1)) =

(

t+5

4

)

=
∑t

i=0

(

t+4−i

3

)

, we get at+1 = −t − 1 and, if

t+ 1 ≤ d− 2, ai < −t− 1 for all i > t+ 1. Since f∗(OX) ∼= ⊕d−1

i=0
OP3(−i), the

projection formula gives the following formula for the first cohomology module:

Hi(F(n)) ∼= Hi(E(n))⊕Hi(E(n− 1))⊕ · · · ⊕Hi(E(n− d+ 1))

all i. Observe that, as a consequence of the above equalitiy for i = 0, we obtain
that F has the same α as E. Moreover the pull-back F = f∗(E) and E have the
same Chern class c1, while c2(F) = d c2(E) and therefore δ(F) = d δ(E).

Examples:

1. (a stable vector bundle with c1 = 0, c2 = 4 on a quadric hypersurface
X).

Choose d = 2 and take the pull-back F of the stable vector bundle E
on P

3 of [17], example 4.1. Then the numbers of F (see Notation) are:
c1 = 0, c2 = 4, α = 1, ᾱ = 2, ζ0 = − 3

2
, w0 = −1, ϑ = 25

4
, ζ =

− 3

2
+

√

25

4
= 1 ∈ Z. From [17], example 4.1, we know that h1(E) 6= 0.

Since H1(F(1)) ∼= H1(E(1)) ⊕H1(E), we have: h1(F(1)) 6= 0, one shift
higher than it is stated in Theorem 5.4(2).

2. (a non-stable vector bundle with c1 = 0, c2 = 45 on a hypersurface of
degree 5).

Choose d = 5 and take the pull-back F of the stable vector bundle E on P
3

of [17], example 4.5. Then the numbers of F (see Notation) are: c1 = 0,
c2 = 45, α = −3, δ = 90, ζ0 = 0. From [17], Theorem 3.8, we know
that h1(E(12)) 6= 0. Since H1(F(16)) ∼= H1(E(16))⊕· · ·⊕H1(E(12)), we
have: h1(F(16)) 6= 0 (Theorem 4.5 states that h1(F(10)) 6= 0.
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3. (a stable vector bundle with c1 = −1, c2 = 2 on a quadric hypersurface).

Let E be the rank two vector bundle corresponding to the union of two
skew lines on a smooth quadric hypersurface Q ⊂ P

4. Then its numbers
are : c1 = −1, c2 = 2, α = 1 and it is known that h1(E(n)) 6= 0 if and
only if n = 0.

Observe that in this case ϑ = 5

2
≥ 0, ζ0 = −1, ᾱ = 1. Therefore

Theorem 5.4 states exactly that h1(E) 6= 0, hence this example is sharp.

4. (a non-stable vector bundle with c1 = 0, c2 = 8 on a quadric hypersur-
face).

Choose d = 2 and take the pull-back F of the non-stable vector bundle E
on P

3 of [17], example 4.10. Then the numbers of F (see Notation) are:
c1 = 0, c2 = 8, α = 0, ζ0 = − 3

2
, δ = 8. We know (see [17], example 4.10)

that h1(E(2)) 6= 0, h1(E(3)) = 0. Since H1(F(3)) ∼= H1(E(3))⊕H1(E(2)),
we have: h1(F(3)) 6= 0, exactly the bound of Theorem 4.6.

Remark 6.2. The bounds for a degree d threefold in P
4 agree with [17], where

P
3 is considered.

7. Threefolds with Pic(X) 6= Z

Let X be a smooth and connected projective threefold defined over an alge-
braically closed field k. Let Num(X) denote the quotient of Pic(X) by nu-
merical equivalence. Numerical classes are denoted by square brackets [ ]. We
assume Num(X) ∼= Z and take the unique isomorphism η : Num(X) → Z such
that 1 is the image of a fixed ample line bundle. Notice that M ∈ Pic(X) is
ample if and only if η([M ]) > 0.

Remark 7.1. Let η : Num(X) → Z be as before. Notice that every effective
divisor on X is ample and hence its η is strictly positive. For any t ∈ Z

set Pict(X) := {L ∈ Pic(X) | η([L]) = t}. Hence Pic0(X) is the set of all
isomorphism classes of numerically trivial line bundles on X. The set Pic0(X)
is parametrized by a scheme of finite type ([10], Proposition 1.4.37). Hence for
each t ∈ Z the set Pict(X) is bounded. Let now E be a rank 2 vector bundle
on X. Since Pic1(X) is bounded there is a minimal integer t such that there is
B ∈ Pict(X) and h0(E ⊗ B) > 0. Call it α(E) or just α. By the definition of
α there is B ∈ Picα(X) such that h0(X, E ⊗B) > 0. Hence there is a non-zero
map j : B∗ → E. Since B∗ is a line bundle and j 6= 0, j is injective. The
definition of α gives the non-existence of a non-zero effective divisor D such
that j factors through an inclusion B∗ → B∗(D), because η([D]) > 0. Thus the
inclusion j induces an exact sequence

0 → B∗ → E → IZ ⊗B ⊗ det (E) → 0 (3)
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in which Z is a closed subscheme of X of pure codimension 2.
Observe that η([B]) = α, η([B∗]) = −α, η([B ⊗ det(E)]) = α+ c1, hence the

exact sequence is quite similar to the usual exact sequence that holds true in
the case Pic(X) ∼= Z.

Notation. We set ǫ := η([ωX ]), α := α (E) and c1 := η([det (E)]). So we can
speak of a normalized vector bundle E , with c1 ∈ {0,−1}. Moreover we say
that E is stable if α > 0, non-stable if α ≤ 0. Furthermore ζ0, ζ, w0, ᾱ, ϑ are
defined as in section 2.

Remark 7.2. Fix any L ∈ Pic1(X) and set: d = L3 = degree of X. The degree d
does not depend on the numerical equivalence class. In fact, if R is numerically
equivalent to 0, then (L+R)3 = L3+R3+3L2R+3LR2 = L3+0+0+0 = L3.
Then it is easy to see that the formulas for χ(OX(n)) and χ(E(n)) given in
section 2 still hold if we consider OX ⊗ L⊗n and E ⊗ L⊗n (see [18]).

Remark 7.3.

(a) Assume the existence of L ∈ Pic(X) such that η([L]) = 1 and h0(X,L) >
0. Then for every integer t > α there is M ∈ Pic(X) such that η([M ]) = t
and h0(X, E ⊗M) > 0.

(b) Assume h0(X,L) > 0 for every L ∈ Pic(X) such that η([L]) = 1. Then
h0(X, E ⊗M) > 0 for every M ∈ Pic(X) such that η([M ]) > α.

Proposition 7.4. Let E be a normalized rank two vector bundle and assume the
existence of a spanned R ∈ Pic(X) such that η([R]) = 1. If char(k) > 0, assume
that |R| induces an embedding of X outside finitely many points. Assume

2α ≤ −ǫ− 3− c1 (4)

and h1(X, E ⊗ N) = 0 for every N ∈ Pic(X) such that η([N ]) ∈ {−α − c1 −
1, α+2+e}. If h1(X,B) = 0 for every B ∈ Pic(X) such that η([B]) = −2α−c1,
then E splits.

If moreover h1(X,M) = 0 for every M ∈ Pic(X) then it is enough to assume
that h1(X, E ⊗N) = 0 for every N ∈ Pic(X) such that η([N ]) = −α− c1 − 1.

Proof. By assumption there isM ∈ Pic(X) such that η([M ]) = α and h0(X, E⊗
M) > 0. Set A := M∗. We have seen in remark 7.1 that E fits into an extension
of the following type:

0 → A → E → IC ⊗ det(E)⊗A∗ → 0 (5)

with C a locally complete intersection closed subscheme of pure dimension 1.
Let H be a general element of |R| and T the intersection of H with another
general element of |R|. Observe that T , under our assumptions, is generically
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reduced by Bertini’s Theorem (see [6], Theorem II, 8.18 and Remark II, 8.18.1).
Since R is spanned, T is a locally complete intersection curve and C ∩ T = ∅.
Hence E|T is an extension of det(E) ⊗ A∗|T by A|T . Since T is generically
reduced and locally a complete intersection, it is reduced. Hence h0(T,M∗) = 0
for every ample line bundle M on T . Since ωT

∼= (ωX ⊗ R⊗2)|T , we have
dim(Ext1T (det(E) ⊗ A∗, A)) = h0(T, (det(E) ⊗ (A∗)⊗2 ⊗ ωX ⊗ R⊗2)|T ) = 0
(indeed η([det(E)⊗ (A∗)⊗2 ⊗ωX ⊗R⊗2]) = 2α+ c1 + e+2 < 0). Hence E|T ∼=
A|T ⊕ (det(E)⊗ A∗)|T . Let σ be the non-zero section of (E ⊗ (A⊗ det(E)∗)|T
coming from the projection onto the second factor of the decomposition just
given. The vector bundle E|H is an extension of (det(E) ⊗ A∗)|H by A|H if
and only if C ∩ H = ∅. Since R is ample, C ∩ H = ∅ if and only if C = ∅.
Hence we get simultaneously C ∩H = ∅ and E|H ∼= A|H ⊕ (det(E) ⊗ A∗)|H if
we prove the existence of τ ∈ H0(H, (E ⊗ (A⊗ det(E)∗)|H) such that τ |T = σ.
To get τ it is sufficient to have H1(H, (E ⊗ (A ⊗ det(E)∗ ⊗ R∗)|H) = 0. A
standard exact sequence shows that H1(H, (E ⊗ (A ⊗ det(E)∗ ⊗ R∗)|H) = 0 if
h1(X, (E⊗(A⊗det(E)∗⊗R∗)) = 0 and h2(X, (E⊗(A⊗det(E)∗⊗R∗⊗R∗)) = 0.
Since E∗ ∼= E⊗det(E)∗, Serre duality gives h2(X, E⊗(A⊗det(E)∗⊗R∗⊗R∗)) =
h1(X, E ⊗ A ⊗ R⊗2 ⊗ ωX). Since η([A ⊗ det(E)∗ ⊗ R∗]) = −α − c1 − 1 and
η([A⊗ R⊗2 ⊗ ωX ]) = α + e+ 2, we get that C = ∅. The last sentence follows
because η([A⊗2 ⊗ det(E)∗]) = −2α− c1.

Remark 7.5. Fix integers t < z ≤ α− 2. Assume the existence of L ∈ Pic(X)
such that η([L]) = z and h1(X, E ⊗ L) = 0. If there is R ∈ Pic(X) such
that η([R]) = 1 and h0(X,R) > 0, then there exists M ∈ Pic(X) such that
η([M ]) = t and h1(X, E ⊗ M) = 0. If h0(X,R) > 0 for every R ∈ Pic(X)
such that η([R]) = 1, then h1(X, E ⊗M) = 0 for every M ∈ Pic(X) such that
η([M ]) = t.

The proof can follow the lines of Lemma 5.1. In fact consider a line bundle
R with η([R]) = 1 and let H be the zero-locus of a non-zero section of R; then
we have the following exact sequence:

0 → E ⊗ L → E ⊗ L⊗R → (E ⊗ L⊗R)|H → 0.

Now observe that the vanishing of h1(X, E⊗L) implies that h0((E⊗L⊗R)|H) =
0. And now we can argue as in Lemma 5.1 (see also [17]).

Remark 7.6.

(a) Assume the existence of L ∈ Pic(X) such that η([L]) = 1 and h0(X,L) >
0. Then for every integer t > α there is M ∈ Pic(X) such that η([M ]) = t
and h0(X, E ⊗M) > 0.

(b) Assume h0(X,L) > 0 for every L ∈ Pic(X) such that η([L]) = 1. Then
h0(X, E ⊗M) > 0 for every M ∈ Pic(X) such that η([M ]) > α.
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Remark 7.7. In all our results of sections 4 and 5 we use the vanishing of
h1(OX(n)) for all n (and by Serre duality of h2(OX(n))) (or, at least, ∀n /∈
{0, · · · , ǫ}), see Remark 4.11.

From now on we need to use similar vanishing conditions and so we intro-
duce the following condition:

(C4) h1(X,L) = 0 for all L ∈ Pic(X) such that either η([L]) < 0
or η([L]) > ǫ.

Observe that (C4) is always satisfied in characteristic 0 (by the Kodaira
vanishing theorem). In positive characteristic it is often satisfied. This is al-
ways the case if X is an abelian variety ([12] page 150).

Observe also that, if ǫ ≤ −1, the Kodaira vanishing and our condition put
no restriction on n (see also Remark 4.12).

Example. If (4) holds, then −2α − c1 > ǫ. Hence we may apply Proposi-
tion 7.4 to X. In particular observe that, in the case of an abelian variety with
Num(X) ∼= Z or in the case of a Calabi-Yau threefold with Num(X) ∼= Z, we
have ǫ = 0. Notice that Proposition 7.4 also applies to any threefold X whose
ωX has finite order.

With the assumption of condition (C4) the proofs of Theorems 4.3, 4.5, 4.6
can be easily modified in order to obtain the statements below (E is normalized,
i.e. η([det(E)]) ∈ {−1, 0}), where, by the sake of simplicity, we assume ǫ ≥ 0
(if ǫ < 0, (C4), which holds by [16], implies that all the vanishing of h1 and h2

for all L ∈ Pic(X) hold).

Theorem 7.8. Assume (C4), α ≤ 0, the existence of R ∈ Pic(X) such that
η([R]) = 1 and ζ0 < −α−c1−1. Fix an integer n such that ζ0 < n ≤ −α−1−c1.
Fix L ∈ Pic(X) such that η([L]) = n. Then h1(E ⊗ L) ≥ (n− ζ0)δ > 0.

Remark 7.9. Observe that we should require the following conditions: n−α /∈
{0, . . . , ǫ}, ǫ− n+ α /∈ {0, . . . , ǫ}. But they are automatically fulfiled under the
assumption that ζ0 < −α− c1 − 1.

Theorem 7.10. Assume (C4), α ≤ 0, the existence of R ∈ Pic(X) such
that η([R]) = 1 and the same hypotheses of Theorem 4.6. Fix L ∈ Pic(X)
such that η([L]) = n. Then h1(E ⊗ L) ≥ −S(n) > 0 (S(n) being defined as
in Theorem 4.6).

Theorem 7.11. Assumption as in Theorem 4.5. Moreover assume (C4) and
n − α /∈ {0, . . . , ǫ}. Fix L ∈ Pic(X) such that η([L]) = n. Then h1(E ⊗ L) ≥
−d

6
F (n+ α− ζ0 +

c1

2
) > 0 (F being defined as in Theorem 4.5).

Remark 7.12. Observe that in Theorems 7.10 and 7.11 we should require
n − α /∈ {0, . . . , ǫ}, but the assumption ǫ − α − c1 + 1 ≤ n implies that it
is automatically fulfilled.
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The proofs of the above theorems are based on the existence of the exact
sequence (3) and on the properties of α. They follow the lines of the proofs
given in the case Pic(X) ∼= Z. Here and in section 4 we actually need only
the Kodaira vanishing (true in characteristic 0 and assumed in characteristic
p > 0) and no further vanishing of the first cohomology.

Also the stable case can be extended to a smooth threefold with Num(X) ∼=
Z. Observe that the proofs can follow the lines of the proofs given in the case
Pic(X) ∼= Z and make use of Remark 7.6 (which extends Theorem 5.1).

More precisely we have:

Theorem 7.13. Assumptions as in Theorem 5.2 and fix L ∈ Pic(X) such that
η([L]) = n. Then, if α ≥ ǫ+5−c1

2
, then h1(E ⊗ L) 6= 0 for w0 ≤ n ≤ α− 2.

Theorem 7.14. Assumptions as in Theorem 5.4 and fix L ∈ Pic(X) such that
η([L]) = n. Then the following hold:

1) h1(E ⊗ L) 6= 0 for ζ0 < n < ζ, i.e. for w0 ≤ n ≤ ᾱ − 2, and also for
n = ᾱ− 1 if ζ /∈ Z.

2) If ζ ∈ Z and α < ᾱ, then h1(E ⊗N) 6= 0, for every N such that η([N ]) =
ᾱ− 1.

Remark 7.15. The above theorems can be applied to any X such that Num(X)
∼= Z, ǫ = 0 and h1(X,L) = 0 for all L ∈ Pic(X) such that η([L]) 6= 0, for
instance to X = an abelian threefold with Num(X) ∼= Z.

Remark 7.16. If X is any threefold (in characteristic 0 or positive) such that
h1(X,L) = 0, for all L ∈ Pic(X), then we can avoid the restriction n − α /∈
{0, . . . , ǫ}. Not many threefolds, beside any X ⊂ P

4, fulfill these conditions.

Remark 7.17. Observe that in Theorems 7.13 and 7.14 we do not assume (C4)
(see also Remark 5.6).

Remark 7.18. Observe that also in the present case (Num(X) ∼= Z), we have:
δ = 0 if and only if E splits. Therefore Remarks 4.12 and 5.7 apply here.
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A Proof of Monge Problem

in R
n by Stability

Laura Caravenna

Abstract. The Monge problem in R
n, with a possibly asymmetric

norm cost function and absolutely continuous first marginal, is gener-
ally underdetermined. An optimal transport plan is selected by a sec-
ondary variational problem, from a work on crystalline norms. In this
way the mass still moves along lines. The paper provides a quantita-
tive absolute continuity push forward estimate for the translation along
these lines: the consequent area formula, for the disintegration of the
Lebesgue measure w.r.t. the partition into these 1D-rays, shows that
the conditional measures are absolutely continuous, and yields unique-
ness of the optimal secondary transport plan non-decreasing along rays,
recovering that it is induced by a map.

Keywords: Monge Problem, Area Estimates, Disintegration of Measures.
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1. Introduction

Topic of this note is a sharp area push forward estimate relative to a solu-
tion to the Kantorovich problem in R

n, when the cost function is given by a
possibly asymmetric norm ‖·‖ and only the first marginal is assumed to be
absolutely continuous, without assuming strict convexity of the norm. In par-
ticular, this provides a proof of existence of solutions to the Monge problem
which is based on a 1-dimensional disintegration technique relying on the sta-
bility of a particular solution of the problem. Given two Borel probability
measures µ, ν ∈ P(Rn), we study the minimization of the functional

IM (t) =

∫

Rn

‖t(x)− x‖ dµ(x) (MP)

among the Borel maps t : Rn → R
n whose image measure of µ is ν. We prove

that the additional optimality conditions choosen in [2] determine a unique
optimal transport map, selected also in [20], under the natural assumption that
µ is absolutely continuous w.r.t. the Lebesgue measure Ln. This assumption is
necessary, as shown in Section 8 of [3].
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The strategy is by reduction to 1-dimensional transport problems. It con-
sists mainly of an area formula for the Lebesgue measure which allows the
reduction: we prove a regularity of the disintegration along rays of the limit
plan by the one of the approximations — once convergence is established. The
limiting procedure is not based on Hopf-Lax formula of potential functions but
on a uniqueness criterion. It is a particular case of a more general result in a
forthcoming work by Bianchini and Daneri. The technique has been used in [9]
in 2007, and then [17], improved simplifying the basic estimate in [7, 18].

Before introducing this work, we present a brief review of the
main literature.

1.1. An Account on the Literature

The original Monge problem arose in 1781 for continuous masses µ, ν supported
on compact, disjoint sets in dimension 2, 3 and with the cost defined by the
Euclidean norm ([31]). Monge himself conjectured important features of the
transport, such as, with the Euclidean norm, the facts that two transport rays
may intersect only at endpoints and that the directions of the transported
particles form a family of normals to some family of surfaces.

Investigated first in [4, 21], the problem was left apart for a long period.
A fundamental improvement in the understanding came with the relaxation

of the problem in the space of probability measures ([26, 27]), consisting in the
Kantorovich formulation. Instead of looking at maps in R

n, ones considers the
following minimization problem in the space Π(µ, ν) of couplings between µ
and ν: minimizing the linear functional

IK(π) =

∫

Rn×Rn

‖y − x‖ dπ(x, y) (KP)

among the transport plans π, defined as members of the set

Π(µ, ν) = {π ∈ M+ : px♯ π = µ, py♯π = ν},

where px, py are respectively the projections on the first and on the second
factor space of Rn × R

n. Notice that Π(µ, ν) is convex, w∗-compact.
In particular, minimizers to (KP) always exist by the direct method of

Calculus of Variations. The formulation (KP) is indeed a generalization of the
model, allowing that mass at some point can be split to more destinations.
Therefore, a priori the minimum value in (MP) is higher than the one in (KP),
and the minimizers of the latter are not suitable for the former.

A standard approach to (MP) consists in showing that at least one of the
optimizers to (KP) is concentrated on the graph of a function.

This is plainly effective when the cost is given by the squared Euclidean
distance instead of ‖y − x‖: by the uniform convexity there exists a unique
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I1

I2

I2

I3

(a) One dimensional example.

Let µ be the Lebesgue measure on I1∪I2 ⊂
R and ν the Lebesgue measure on I2 ∪ I3.
Both the maps t1 translating I1 to I2, I2 to
I3 and the map t2 translating I1 to I3 and
leaving I2 fixed are optimal. Moreover, any
convex combination of the two transport
plans induced by t1, t2 is again a minimizer
for (KP), but clearly it is not induced by a
map.

{|x| ≤ 1}

Q1 Q2

Q3

Q0

t1

t2

I3

(b) Two dimensional example.

The unit ball of ‖·‖ is given by the rhom-
bus. Let µ be the Lebesgue measure Q0 ∪
Q1 ⊂ R2 and ν the Lebesgue measure on
Q2 ∪Q3. Both the maps t1, t2 translating
one of the first two squares to one of the
second to squares are optimal, and they
transport mass in different directions.

Figure 1: The optimal transport map with a generic norm is not unique.

optimizer π to (KP) of the form π = (Id, Id−∇φ)♯µ for a semiconcave function
φ, the Kantorovich potential. Therefore, when µ ≪ Ln and ν ≪ Ln, the
optimal map is µ-a.e. defined by x 7→ x−∇φ(x) and it is one-to-one ([12, 13, 28]
are the first results, extended to uniformly convex functions of the distance
e.g. in [32, 30, 25, 15]).

However, even in the case of the Euclidean norm, it is well known that this
approach presents difficulties: at Ln-a.e. point the Kantorovich potential fixes
the direction of the transport, but not the precise point where the mass goes
to. This is a feature of the problem, also in dimension one (see the example in
Figure 1a).

The data are not sufficient to determine a single transport map, since there
is no uniqueness. Uniqueness can be recovered with the further requirement of
monotonicity along transport rays ([24]).

The situation becomes even more complicated with a generic norm cost
function, instead of the Euclidean one. The symmetry of the norm plays no
role, but the loss in strict convexity of the unit ball is relevant, since the
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transport may not occur along lines and the direction of the transport can
vary (see the example in Figure 1b).

The Euclidean case, and thus the one proposed by Monge, has been rigor-
ously solved only around 2000 in [22, 35, 3, 14].

Roughly, the approaches in the last three papers is at least partially based
on a decomposition of the domain into 1-dimensional invariant regions for the
transport, called transport rays. Due to the strict convexity of the unit ball,
these regions are 1-dimensional convex sets. Due to regularity assumptions
on the unit ball and a clever countable partition of the ambient space, it is
moreover possible to reduce to the case where the directions of these segments
is Lipschitz continuous. This, by Area or Coarea formula, allows to disinte-
grate the Lebesgue measure w.r.t. the partition in transport rays, obtaining
absolutely continuous conditional probabilities on the 1-dimensional rays. In
turn, this suffices to perform a reduction argument, that we also use in the
present paper, which yields the thesis: indeed, one can fix within each ray an
optimal transport map, uniquely defined imposing monotonicity within each
ray. However, as in [9, 17, 16], we do not rely on any Lipschitz regularity of
the vector field of directions for deriving an Area formula.

This kind of approach was introduced already in 1976 by Sudakov ([34]), in
the more generality of a possibly asymmetric norm — which actually is the case
we are considering. However, its argument remains incomplete: a regularity
property of the disintegration of the Lebesgue measure w.r.t. decompositions of
the space into affine regions was not proved correctly, and, actually, stated in a
form which does not hold ([1]). Indeed, there exists a compact subset of the unit
square having measure 1 and made of disjoint segments, with Borel direction,
such that the disintegration of the Lebesgue measure w.r.t. the partition in
segments has atomic conditional measures ([29], in [2] improved by Alberti
et al.). The reduction argument described above requires instead absolutely
continuous conditional measures, in order to solve the 1-dimensional transport
problems, and therefore a regularity of the partition in transport rays must
be proved. In the case of a strictly convex norm the affine regions reduce to
lines and Sudakov argument was completed in [17]. In this paper we follow the
alternative 1-dimensional decomposition selected by the additional variational
principles, instead of the affine one considered by Sudakov. We choose the
selection of [2], chosen also in [20].

The method in [22] is based on PDEs and they introduce the concept of
transport density, widely studied since there — the very first works are [23,
1, 11, 24]. In [33] one finds more references as well as summability estimates
obtained by interpolation and a limiting procedure of the kind also of this note;
these are proved for the Euclidean distance, but they should work as well in this
setting. Given a Kantorovich potential u for the transport problem between
two absolutely continuous measures with compactly supported and smooth
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densities f+, f−, they define as transport density a nonnegative function a
supported on the family of transport rays and satisfying

− div(a∇u) = f+ − f−

in distributional sense. The above equation was present already in [5] with
different motivation. It allows a generalization to measures, and an alternative
definition introduced first in [10] for ρ := aLn is given by the Radon measure
defined on A ∈ B(Rn) as

ρ(A) :=

∫

Rn×Rn

H1 (A ∩ Jx, yK) dπ(x, y), (1)

where π is an optimal transport plan.
When the unit ball in not strictly convex, the first results available were

given in [2] for the 2-dimensional case, completely solved, and for crystalline
norms. Their strategy is to fix both the direction of the transport and the
transport map by imposing additional optimality conditions, and then to carry
out a Sudakov-type argument on the selected transports.

We follow the same strategy, and the disintegration technique from [6, 9].
A different proof of existence for general norms, with a selection based on

the same optimality conditions, has been presented in [20], improving their
argument for strictly convex norms in [19]. It does not arrive to disintegration
of measures, it is more concerned with the regularity of the transport density.
Also their argument is based on the geometric constraint that cs-monotonicity
impose on cs-optimal transference plans, and an intermediate step is to prove
that the set of initial points of secondary rays of a limit plan π, of the same
maps we consider, is Lebesgue negligible. This important observation was also
used for the solution in the special 2-dimensional case in [2], and generalized
in more dimensions in [6, 9].

1.2. Topic of this Paper

By a possibly asymmetric norm ‖·‖ we mean a continuous function R
n →

[0,+∞) having convex sublevel sets, containing the origin in the interior, and
which is positively homogeneous (λ‖x‖ = ‖λx‖ for λ ≥ 0 and x ∈ R

n). The
study of this paper lies in the context of the following general problem, difficult
due to the degeneracy and non-smoothness of the norm.

Primary Transport Problem. Consider the Monge-Kantorovich optimal
transport problem

min
π∈Π(µ,ν)

∫

‖y − x‖ dπ(x, y) (2)

between two positive Radon measures µ, ν with the same total variation, assum-
ing that µ ≪ Ln.



36 LAURA CARAVENNA

In order to avoid triviality we suppose that there exists a transport plan
with finite cost. Since there is no uniqueness by the lack of strict convexity,
one considers the family Op ⊂ Π(µ, ν) of minimizers to the primary problem.
We call the members of Op the optimal primary transport plans. Let φ be a
Kantorovich potential for this primary problem, by which we mean a function
φ : Rn → R such that

φ(x)− φ(y) ≤ ‖y − x‖ ∀(x, y) ∈ R
n × R

n (3a)

φ(x)− φ(y) = ‖y − x‖ for π-a.e. (x, y), ∀π ∈ Op. (3b)

We select then particular minimizers by the following secondary problem.

Secondary Transport Problem. Consider a strictly convex norm | · |. Study

min
π∈Op

∫

|y − x| dπ(x, y) = min
π∈Π(µ,ν)

∫

cs(x, y) dπ(x, y) (4)

where the secondary cost function cs is defined by

cs(x, y) :=







|y − x| if φ(x)− φ(y) ≤ ‖y − x‖,

+∞ otherwise.

This selection criterion has been applied first to the case of crystalline norms
in [2], where in Section 4 one can also find the equivalence of the two mini-
mizations in (4), by a general a variational argument based on Γ-convergence
(applied also in the proof of Proposition 7.1 of [3]). The point of this paper is to
show how to adapt the disintegration technique from [6, 9] in order to provide
an area formula for the disintegration w.r.t. the rays of a plan which is optimal
also for the secondary transport problem. Then one can apply the Sudakov-
type argument to deduce existence and uniqueness of the optimal transport
plan π monotone along rays which solves the secondary problem (4). In par-
ticular, this provides a different and simple proof of the existence result in [20].
We try to sketch it after some statements, the proofs are in Section 2.

We obtain more precisely the following. Let ε → 0+ and let tε be the
optimal transport map, non decreasing along rays, between µ and ν for the
strictly convex norm

cε(x, y) := ‖y − x‖+ ε|y − x|.

This map satisfies an absolutely continuity push forward estimate (below) that
we want to prove in the limit. Restrict the attention for example to any part
S of the domain {x · e ≤ h−} where the map tε is valued in {x · e ≥ h+}.
Lemma 2.17 of [17] proves that the maps satisfy the following area estimate:

(

h+ − t

h+ − s

)n−1

Hn−1(σs
εS) ≤ Hn−1(σt

εS) ≤
(

t− h−

s− h−

)n−1

Hn−1(σs
εS), (5)
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Figure 2: Area estimates of sections. The worst and better cases are obtained
when the transport rays (right strip) are rays of cones (left and intermediate
strips). Indeed, the proof can be made by cone approximations and a limit-
ing procedure.

where σs
εS, σ

t
εS are the intersections of the segments Jx, tε(x)K, for x ∈ S, with

the hyperplanes Hs = {x · e = s}, Ht = {x · e = t} and h− < s ≤ t < h+.
This estimate means that, moving a transversal section along rays, the area
can either increase or decrease at most as if we were moving between Hh− and
Hh+ along cones with vertices respectively on Hh− or Hh+ . See Figure 2.

Theorem 1.1. The maps tε converge in measure to the cs-optimal transport
map monotone along rays.

This implies pointwise convergence up to subsequence, and then by the
minimality condition one has immediately that tε−t converges to zero in L1(µ).
By the Γ-convergence argument quoted above ([2]), t and tε should moreover
satisfy the asymptotic expansion

∫

‖t(x)− x‖εdµ =

∫

‖tε(x)− x‖dµ+ ε

∫

|tε(x)− x|dµ+ o(ε).

We sketch now the proof. If µε, νε are finite Radon measures w∗-converging
to µ, ν, by the theory of Γ-convergence any w∗-limit π of cε-optimal transport
plans πε in Π(µε, νε) is a cs-optimal transport plan in Π(µ, ν) (e.g. Th. 4.1
in [3]). The convergence in µ-measure of a sequence of maps tε to a map t is
equivalent to the w∗-convergence of the plans (Id, tε)♯µ to (Id, t)♯µ: then the
theorem follows

- providing the stated regularity of one limit plan π of πε (Proposition 1.4);

- observing that it is the unique cs-optimal transport plan monotone along
rays (Lemma 1.6).
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Remark 1.2. By uniqueness, the convergence holds also for different approx-
imations, e.g. approximating contemporary ν by finitely many masses νε w∗-
converging to ν.

Before stating these auxiliary results, we remind some standard notations.

Recall 1.3. By transport set associated to a set Γ ⊂ R
n × R

n we refer to
the set

T =
{

z : z ∈ Jx, yK, (x, y) ∈ Γ
}

,

where Jx, yK denotes the segment from x to y with endpoints, Lx, yM without. The
transport set associated to a transport plan π is then a transport set associated
to some Γ such that π(Γ) = 1. This definition is motivated by the fact that
the optimal transport w.r.t. a strictly convex norm cost moves the mass along
straight lines, as a consequence of the fact that the triangular inequality is strict
when points are not aligned.

A set Γ ⊂ R
n × R

n is cs-monotone if for all finite number of points
{(xi, yi)}i=1,...,M belonging to Γ one has the following inequality:

cs(x0, y0) + · · ·+ cs(xM , yM ) ≤ cs(x0, y1) + · · ·+ cs(xM−1, yM ) + cs(xM , y0).

In turn a transport plan π is cs-monotone if there exists a cs-monotone set Γ
such that π(Γ) = 1. In this case, secondary rays of π are those (nontrivial)
segments Jx, yK such that (x, y) ∈ Γ, where one can assume that

(x, y) ∈ Γ, Jz, wK ⊂ Jx, yK =⇒ (z, w) ∈ Γ, (6a)

(x, y), (z, w) ∈ Γ, Jz, wK ∩ Jx, yK = Jz, yK =⇒ (x,w) ∈ Γ. (6b)

Initial/terminal points of secondary rays are usually intended to be the ini-
tial/terminal points of secondary rays maximal w.r.t. inclusion. A plan π is
monotone (non decreasing) along rays if there exists Γ, π(Γ) = 1, such that
if (x, y), (z, w) ∈ Γ then Jz, wK 6⊂ Lx, yM, or equivalently (y − w) · (x − z) ≥ 0
when aligned.

Proposition 1.4. There exists a cs-optimal transport π ∈ Π(µ, ν) such that
the disintegration of the Lebesgue measure w.r.t. the rays of π has conditional
probabilities equivalent to the Hausdorff 1-dimensional measure on the rays.
The area estimates (5) hold.

Corollary 1.5. A cs-optimal transport π ∈ Π(µ, ν) is induced by a Borel map.

The corollary is based on the 1-dimensional result: by the disintegration
the transport in R

n reduces to transports on the 1-dimensional rays. The new
measures to be transported are the conditional probabilities of µ and ν: then
by Proposition 1.4 each conditional probability providing the first marginal on
the relative ray is absolutely continuous and therefore the optimal transport



A PROOF OF MONGE PROBLEM IN R
N BY STABILITY 39

problem can be solved by a map (a full proof is e.g. in [17], Th. 3.2). In par-
ticular the absolutely continuous disintegration implies that the (measurable)
set of initial points is Lebesgue negligible, because its Hausdorff 1-dimensional
measure on each ray is 0.

Having Proposition 1.4, at µ-a.e. point there is a unique outgoing secondary
ray of π, because by cs-monotonicity there can be more outgoing rays only at
initial points and the set of initial points is negligible. Then one can see by
considering convex combinations that any other cs-optimal transport plan π′

must have that same vector field of secondary rays direction, so that Lemma 1.6
below applies yielding the uniqueness stated in Theorem 1.1.

Lemma 1.6. If there exists a Borel vector field fixing the direction of the
secondary transport ray of any cs-optimal transport plan π′ ∈ Π(η, ξ) at
η-a.e. point, there exists at most one cs-optimal plan in Π(η, ξ) monotone
along rays.

Proofs are provided in Section 2, here we just sketch some ideas. We remark
that by [7] the absolute continuity of Proposition 1.4 follows by the simplified
area push forward estimate

µ(A) > 0 ⇒ µ(At) > 0 for a L1-positive set of times t,

where At is the set of points in A translated of length t along any secondary
ray they belong to. In this classical setting one can also prove the quantitative
full estimate (5), which is clearly stronger.

This push forward area estimate for the secondary rays of the selected trans-
port plan π is the main issue of this paper. It is derived by a compactness
argument, and estimates (5) on approximating maps. In particular, it can be
obtained as in the literature if one knows that there is just one cs-optimal
transference plan monotone along rays (Section 2.2). It is not difficult however
to establish that the optimal transport monotone along rays is unique if the
direction e.g. of terminal points is fixed for almost every point w.r.t. the target
measure (Lemma 2.1, Section 2.1).

We then split our transport plan into partial transports, restrictions of π on
suitable regions of Rn×R

n. Moreover, we split them into fictional intermediate
ones which are easily seen to be the unique cs-optimal transport plans, mono-
tone along rays, among their marginals. More precisely, for a model transport
from B1/2(0) to {x · e ≥ 1}, the first fictional transport goes from B1/2(0) to
an intermediate section of the transport set, transversal to the rays, with an
hyperplane Hλ, while the second from Hλ to {x · e ≥ 1}. Let η be the tar-
get measure of the first one, and the source of the second one (see Figure 3).
By standard geometric considerations implied by cs-optimality and then cs-
monotonicity, one can deduce that the direction of the first transport is fixed
at η-a.e. point. This allows a reduction to the previous cases, yielding the area
push forward estimate for these partial transports, restrictions of π.
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Having the area push forward estimate everything is done. We recover that
the set of initial points is Lebesgue negligible (e.g. Lemma 2.20 in [17], coming
from [9]). This implies again the uniqueness of the optimal transport plan
monotone along rays (Lemma 1.6 below), and thus full estimates.

In Section 3 we stress some standard consequences of the disintegration
result, and of the quantitative estimates. Namely, they provide some regularity
of the divergence of rays directions vector field — a kind of Green-Gauss formula
holds on special sets — and it allows moreover an explicit expression for the
transport density. We give finally an example of the fact that the global optimal
Kantorovich potential for the secondary problem with the cost cs does not exist
in general, but only on countably many sets which partition µ-all of Rn.

2. Proof

We show the convergence of the optimal maps tε, non decreasing along rays,
for the transport problem

cε(x, y) := ‖y − x‖+ ε|y − x|

to the optimal map non decreasing along rays for the transport problem

min
π∈Π(µ,ν)

∫

cs(x, y) dπ(x, y), cs(x, y) :=

{

|y−x| if φ(x)−φ(y) ≤ ‖y − x‖,
+∞ otherwise.

Section 2.1 remarks a uniqueness criterion relying on the fact that the di-
rection of the transport is fixed at almost every point w.r.t. the source or target
measure, that we state for the case we are considering.

We prove then by stability absolutely continuity area estimates for a limit
plan. The estimates are quantitative as in [9], we indeed follow the same basic
argument. In Section 2.2 we first prove this estimate in a simpler case, assuming
that the support of the w∗-limit of (Id, tε)♯µ is cs-cyclically monotone and that
µ, ν are concentrated on disjoint balls. Then it is generalized in Section 2.3 by
a countable partition satisfying some uniform estimates, and by the uniqueness
of these cs-optimal partial transports among their marginals.

2.1. A Uniqueness Remark

Consider two probability measures η, ξ ∈ P(Rn). We stress uniqueness of
the cs-optimal transport plan (monotone along rays) when the direction of
the transport is fixed e.g. at terminal points, by disintegration along rays and
uniqueness of the optimal transport map in dimension one — known fact that
does not require absolutely continuity assumptions.
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Lemma 2.1. If there exists a Borel vector field fixing the direction of the
secondary transport ray of any cs-optimal transport plan π′ ∈ Π(η, ξ) at
η-a.e. point, then there is a unique cs-optimal plan in Π(η, ξ) monotone
along rays.

Proof. Given any cs-optimal transport plans π̄, π′ ∈ Π(η, ξ), consider a trans-
port set T of (π′ + π̄)/2.

By cs-monotonicity the secondary rays composing T can bifurcate only at
endpoints. Moreover, by definition of terminal points both π, π′ leave them
fixed, and thus they coincide there; let us directly assume that the set of termi-
nal points is η-negligible. Since by assumption at η-a.e. initial point of T there
is precisely one secondary transport ray, then the vector field of secondary rays
r
′
q is single valued η-a.e.: secondary rays {rq}q partition η-almost all T .

We recall that rays can be parametrized w.l.o.g. by countably many compact
subsets of hyperplanes. Let h denote the quotient projection, and θ = h♯η the
quotient measure. Consider the disintegration of η, π̄, π′

η =

∫

ηqθ(q) , π̄ =

∫

π̄qθ(q) , π′ =

∫

π′
qθ(q)

respectively w.r.t. secondary transport rays {rq}q and w.r.t. the partition {rq×
R

n}q. In particular, we show that π̄q and π′
q have the same second marginal ξq

for θ-a.e. q: indeed for any θ-measurable A and Borel S

ξ(h−1(A) ∩ S)
π′∈Π(η,ξ)

= π′([0, 1]× (h−1(A) ∩ S))

=

∫

A

π′
q([0, 1]× S)θ(dq)

=

∫

A

ξ′q(S)θ(dq),

and the same holds for π̄ with the second marginals ξ̄q. Therefore, it must be
ξ̄q = ξ′q and π̄q, π

′
q are monotone, 1-dimensional, |y − x|-optimal transports in

Π(µq, ξq), even if we do not know whether ξq ≪ H1
xrq .

By the uniqueness of transport plans in dimension one (see e.g. Prop. 4.5
in [2]), then π and π̄ must coincide.

2.2. Example

Before treating the general case, we consider an example where we assume
that the support of the limit plan is cs-monotone. Even if by the theory of
Γ-convergence the limit plan π is cs-optimal and then cs-monotone, since the
cost cs is just l.s.c. this hypothesis is indeed a restriction: we have π(Γ) = 1
for some cs-monotone set Γ, which can be taken σ-compact but in general not
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closed. Moreover, if we restrict π to a compact set, then we loose in general
the information that it is obtained by a limit.

If we knew the uniqueness of the cs-optimal transport plan π, monotone
along rays, then we could instead restrict π to a compact subset of Γ and we
could apply to this restriction π′ e.g. the statement below. Indeed, this restric-
tion is still the unique cs-optimal transport between its marginals: the transport
plans induced by the cε-optimal transport maps between the marginals of π′

would necessarily w∗-converge to π′.
Focus on an elementary domain. Let µ = fLn

xC for a compact C ⊂ B1/2(0)
and f > 0 on C, let e be a unit vector. Consider a sequence of continuous
transport maps tεj : C → {x · e ≥ 1} which are cεj -optimal and such that
(Id, tεj )♯µ is weakly∗ convergent to a plan π.

We denote by Γ the support of π, extended by (6), and by T the relative
transport set. The flux on secondary rays of π is the multivalued map x 7→ σt(x)
which moves points along rays defined by

σt(x) =
{

z : (x, z) ∈ Γ, z · e = x · e + t
}

.

The domain Dom(σh) of σh is the set of x such that σh(x) is nonempty.

Lemma 2.2. If the support of π is cs-monotone, the transport set T satisfies
the estimate

(

1− t

1− s

)n−1

Hn−1
(

S
)

≤ Hn−1
(

σt−sS
)

(7)

for all compact S ⊂ C ∩{x · e = s}∩Dom(σt−s) and s < t ≤ 1. The symmetric
estimate holds similarly.

Corollary 2.3. If there exists a unique cs-optimal transport plan π, it is in-
duced by a transport map satisfying the absolutely continuous push forward
estimates of the kind (5).

The corollary follows by the elementary restriction argument above.

Proof of Lemma 2.2. Since π is concentrated on the compact set Γ, by the
weak convergence for every δ > 0

0 = π
({

(x, y) : dist((x, y),Γ) ≥ δ
})

≥ lim sup
εj→0

{

(

(Id, tεj )♯µ
)({

(x, y) : dist((x, y),Γ) ≥ δ
})

}

≥ 0.

Thus µ({x : dist((x, tεj (x)),Γ) ≥ δ}) tends to 0 as εj → 0. Up to a subse-
quence, one can require then

µ(Jj) < 2−j with Jj :=
{

x : dist((x, tεj (x)),Γ) > 2−j
}

.
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Define the intermediate hyperplanes

Hλ= {x : x · e = λ}.

Notice that Hn−1(Jj ∩Hλ) converges to 0 for L1-a.e. λ, being 1Ji
converging

to 0 Ln-a.e.
Up to a translation, we set s = 0. Let S be any compact subset of C∩{x·e =

0} ∩ Dom(σt). Since secondary transport rays are identified by the compact,
cs-monotone set Γ, which is the support of π suitably extended by (6), and
since S is also compact, notice then that σt(S) is compact, too.

Let h → σh
j be the analogous flux along secondary rays of tεj and set

Kj := σt
j(S \ Jj) ⊂ {x · e = t}.

Being compact, Kj converges in the Hausdorff distance, up to subsequence, to
a compact set K. Moreover, since by construction d((x, tεj (x)),Γ) ≤ 2−j out

of Jj , we have that K ⊂ σt(S) = σt(S). By the u.s.c. of the Hausdorff measure
and the regularity of the approximating vector field we conclude

Hn−1(σt(S)) ≥ Hn−1(K) ≥ lim sup
j

Hn−1(Kj)

≥ lim
j

{

(1− t)n−1Hn−1(S \ Jj)
}

= (1− t)n−1Hn−1
(

S
)

,

where the last equality holds ifHn−1(Jj∩Hλ) goes to 0. The thesis holds as well
also for the remaining (L1-negligible) values of s by the lower semicontinuity
of Hn−1, being for λ decreasing to s

Hn−1(Bδ(S) ∩Hs) ≤ lim inf
λ↓s

Hn−1(Bδ(σ
λ−sS) ∩Hλ).

2.3. Proof of Proposition 1.4

We disintegrate here the Lebesgue measure on the transport set T , associated
to any w∗-limit π of (Id, tεj )♯µ, w.r.t. the partition into secondary rays: we show
by a quantitative area push forward estimate that the conditional probabilities
are absolutely continuous. We basically reduce to the case of the example in
Lemma 2.2.

The idea is the following. In the model case of a transport B1/2(0) →
{x · e ≥ 1}, we see the optimal transport plan we selected as a composition of
two other optimal transport plans: B1/2(0) → Hλ and Hλ → {x ·e ≥ 1}, where
Hλ is an intermediate section transversal to the rays. The two intermediate
transports should still be cs-optimal, and moreover they basically share the
same secondary rays as their composite plan. The terminal points of secondary
rays of the first, coinciding with the initial ones of the second, should then be
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Figure 3: Decomposition of the transport.

fixed — because of cs-monotonicity applied to the composite plans. Then the
intermediate transports we selected are the unique optimal transports between
their marginals by Lemma 1.6. In particular, Lemma 2.2 applies for these
transports yielding the area estimate, which holds both for the intermediate
and composite transports.

Since the property of the proposition is local, up to a countable partition
and similarity transformations we are allowed to decompose π into countably
many restrictions of it, that we place on a model set. Notice moreover that, up
to the present purpose, one does not need to consider the restriction of π to the
diagonal, i.e. the fixed points, because also removing them the secondary rays
of the transport set remain the same. They matter only in order to determine
later the transport map solving the Monge problem with the given marginal.

Renewing the notations for the marginals of these partial plans, we assume

µ ≪ Ln
xB1/2(0) and ν({x · e ≥ 1}) = 1.

We now denote by tε the cε-optimal maps monotone along ray from µ to ν. If,
by Lusin theorem, we also assume that the maps tε are continuous by restricting
them to suitable compact sets, then we are in a setting where the second
marginal is in general different from ν, w∗-converging to it:

tε : B1/2(0) → {x · e ≥ 1} and νε := (tε)♯µ.

The w∗-limit π of a sequence (Id, tε)♯µ, after showing the uniqueness, will turn
out to be precisely one of the restrictions originally considered.

View each map tε as the composition of two cε-optimal transports (Fig-
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ure 3): for λ ∈ (1/2, 1)

t1ε(x) := x+ λ[(e− x) · dε(x)]dε(x), t2ε(x) := tε((t
1
ε)

−1(x)),

dε(x) :=
tε(x)− x

|tε(x)− x| .

Let ξε := (t1ε)♯µ be the intermediate measure on Hλ := {x : x · e = λ}, which
is the source of t2ε and the target of t1ε. Notice that t1ε is injective, by the
cε-monotonicity, so that t2ε is well defined ξε-a.e.

By compactness, the transport plans π2
ε , π

1
ε associated to t1ε, t

2
ε w

∗-converge,
up to a subsequence, to plans π1 ∈ Π(µ, ξ), π2 ∈ Π(ξ, ν) — where ξ, ν are the
w∗-limit of ξε, νε. By the theory of Γ-convergence (see e.g. Th. 4.1 in [3]) π1,
π2 are cs-optimal transport plans. Moreover, since for all π̂ ∈ Π(µ+ ξε, νε+ ξε)

∫

cε(x, t
1
ε(x))µ(dx) +

∫

cε(z, t
2
ε(z))ξ(dz) =

∫

cε(x, tε(x))µ(dx) ≤
∫

cεπ̂,

by the cε-optimality of (Id, t1ε)♯µ+ (Id, t2ε)♯ξε also π1 + π2 is cs-optimal.

Since (maximal) secondary rays of π1 + π2 go from B1/2(0) to {x · e ≥ 1},
the direction of the transport is unique at ξ-a.e. point. The measurability of
this vector field follows from the fact that there is a representative with a σ-
compact graph, because π1+π2 is concentrated on a σ-compact set. Observing
that π1 ≪ π1 +π2 and that π1 is monotone along rays, then Lemma 1.6 states
that π1 is the only cs-optimal transport plan from µ to ξ monotone along rays.

The uniqueness of π1 yields the basic push forward estimate (7) for π1 by
Corollary 2.3. However, this estimate coincides with the basic push forward
estimate also for the cs-optimal transports π1 + π2 ∈ Π(µ+ ξ, ν + ξ) and for

Π(µ, ν) ∋ π(dx, dy) :=

∫

π2
z(dy)π

1(dx, dz), where π2(dz, dy) =

∫

π2
z(dy)ξ(dz),

which share the same transport set T .

This yields a one-sided estimate, but it is enough in order to deduce by
a density argument that the set of initial points of π is negligible (precisely
Lemma 2.20 in [17], proved before in [9]). Indeed, if we could take a point x̄ of
density one for the set of initial points E , then we would reach an absurd: on
one hand moving them along the ray directions, close to e, they are no more
initial points and therefore they do not belong to the set E ; on the other hand
the one-sided estimate implies that x̄ is a point of positive density for these
translated points.

As remarked in Section 2.1, then uniqueness hold and one finds by the
limiting procedure the full estimates giving the statements of the proposition.
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3. Some Remarks

The first corollary of the previous computations is the following disintegration.

Theorem 3.1. The family of secondary transport rays {rq}q∈Q can be parame-
terized by a Borel subset Q of countably many hyperplanes. The transport set
T = ∪q∈Qrq is Borel and there exists a Borel function γ such that the following
disintegration of Ln

xT holds: ∀ϕ either integrable or positive
∫

T

ϕ(x)dLn(x) =

∫

Q

{
∫

rq

ϕ(s)γ(s)dH1(s)

}

dHn−1(q)

The set of endpoints of rays is Lebesgue negligible.

Denote by d the unit vector field of secondary rays directions, defined Ln-
a.e. on T . The quantitative estimates, as in the previous works in R

n, imply
a further regularity of the density γ. We omit the proof and precise formulas,
analogous to the one of Proposition 4.17 in [16].

Lemma 3.2. For Ln-a.e. x the real function

λ 7→ γ(x+ λd(x))

is locally Lipschitz, with locally finite total variation, for x, x+λd(x) belonging
to a same ray.

Moreover, as e.g. in [16] the function

∂λγ(x+ λd(x))

γ(x+ λd(x))
=:

(

div d
)

a.c.
(x)

is of particular interest, as we explain below motivating the abuse of notation.

3.1. Divergence of the Rays Directions Vector Field

Consider a compact subset Z of the transport set T made of secondary trans-
port rays which intersect an hyperplane H at points which are in the relative
interior of the rays. Then the divergence of the vector field d l1Z is a Radon
measure.

Lemma 3.3. There exist nonnegative measures η+, η−, concentrated respectively
on initial and terminal points of secondary rays of Z, such that

div(d l1Z) =
(

div d
)

a.c.
(x)Ln

xZ − η+ + η−.

If the initial points are on a same hyperplane H− and the terminal points on
a same hyperplane H+ orthogonal to a unit direction e, then the measures µ±

are just |d · e|Hn−1 on the relative hyperplane.
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The proof relies on the disintegration theorem for reducing the integrals
∫

Z
∇ϕ · dLn on the rays, where ϕ is a test function. The factor γ appears in

the area formula, and on each ray by the estimates providing BV regularity
one can integrate by parts (see the proof of Lemma 2.30 in [17]).

It follows then that the distributional divergence of d is a series of measures.
We remark however that in general the divergence of d is just a distribution,
and it may fail to be a measure (see e.g. Examples 4.2, 4.3 in [17]). As well,
the function

(

div d
)

a.c.
could fail to be locally integrable.

3.2. Transport Density

We now stress another known consequence of the disintegration theorem: one
can write the expression of the transport density, vanishing approaching initial
points along secondary transport rays, relative to optimal secondary transport
plans in terms of the conditional measures µq, νq, q ∈ Q of µ, ν for the ray
equivalence relation. In particular, one can see its absolute continuity. It
does not vanish approaching terminal points — see Example 3.5 below taken
from [24]. We omit the verification, since it is quite standard (see e.g. Section
8 in [9]).

Let f , the Radon-Nycodim derivative of µ w.r.t. Ln, and γ, introduced in
the disintegration, be Borel functions from R

n to R such that

µxT =

∫

Q

µq dHn−1(q) =

∫

Q

(fγH1
xrq) dHn−1(q) νxT =

∫

Q

νq dHn−1(q).

Let q : T → Q be the Borel multivalued quotient projection. Set d = 0 where
D is multivalued.

Lemma 3.4. A solution ρ ∈ M+
loc(R

n) to the transport equation

div(ρd) = µ− ν

is given by

ρ(x) =
(µq(x)−νq(x))(La(x), xM)

γ(x)
Ln(x)xT =

(

1T(x)

γ(x)

∫

Lt̃−1(x),xM

fγ dH1

)

Ln(x).

(8)

Example 3.5 (Taken from [24]). Consider in R
2 the measures µ = 2L2

xB1 and
ν = 1

2|x|3/2
L2B1, where | · | here denotes the Euclidean norm. A Kantorovich

potential is provided by |x|. The transport density is ρ = (|x|− 1
2 − |x|)L2

xB1.
While vanishing towards ∂B1, the density of ρ blows up towards the origin.
Concentrating ν at the origin, the density would be instead ρ = −|x|2xB1.
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3.3. Example of no Global Secondary Potential

We show here that in general there exists no function φs which satisfies on the
whole transport set relative to two measures µ, ν

φs(x)− φs(y) = cs(x, y) for x, y on a same secondary ray (9a)

φs(x)− φs(y) ≤ cs(x, y) ∀(x, y) ∈ T × T . (9b)

It would otherwise provide a global Kantorovich potential for the secondary
transport problem, which exists only up to a countable partition of the domain.
The secondary cost function was defined by

cs(x, y) :=







|y − x| if φ(x)− φ(y) = ‖y − x‖,

+∞ otherwise.

Consider in R
2 the norm ‖x‖ = |P1x| + |P2x|, where P1, P2 are the pro-

jections on the first and second component, and let | · | denote the Euclidean
norm. We show for simplicity of notations a transport problem with atomic
marginals, the example can then be adapted spreading the mass as in the pic-
tures of Figure 4. Consider the transport among the measures

µ =

∞
∑

i=1

4/hi
∑

j=−1

(hi/12)
2δwij

+(1/24)2δw∞
ν =

∞
∑

i=1

4/hi
∑

j=−1

(hi/12)
2δzij+(1/24)2δz∞

where hi = 2−i−1, w∞ = (−1.5, 0), z∞ = (−1.5, 1) and



















w1,−1 = (0, 0)

wi,−1 =
(

−
∑i,−1

k=1 2hk, 0
)

wij = wi,−1 + (−hi, jhi/4)







zi,−1 = wi,−1 + (0, 1) i ∈ N

zij = wij + (hi/2, 0) j = 0, . . . , 4/hi.

Let π be the transport plan induced by the map t which translates each wik to
zik. It is an optimal one for the primary problem: one can see it for example
by duality, noticing that the function

φ(x) = ‖x− z1,−1‖

is a Kantorovich potential. Moreover, one can immediately verify that it is also
cs-optimal. In this case, one can take

cs(x, y) :=







|y − x| if {P1y ≥ P1x, P2y ≥ P2x},

+∞ otherwise.
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1/2 1

h1h1h2h2

h1/2h2/2

1

Figure 4: Non existence of a global secondary potential. LHS: back on the path
along the arrows the secondary potential must go to −∞. RHS (rotated): the
mass is spread so that the primary potential is unique, up to constants.

However, no cs-monotone carriage Γ of π is contained in the cs-
subdifferential of a cs-monotone function φs, which by definition would sat-
isfy (9). Indeed, suppose the contrary. Then, considering the path in the figure
and applying repeatedly the maximal growth equality (9a) (full line) and the
Lipschitz inequality (9b) (dashed line), one finds

φs(w(i+1),−1) ≤ φs(wi,−1),−1 +
hi

2
+

hi

2

(
√
5

2
− 1

)

· 4

hi
+

3hi

2

= φs(wi,−1) +
√
5− 3 + 2hi.

For every potential φs finite on w1,−1, we find therefore that φs(wi,−1) → −∞
for i → ∞, as well as every other φs(wij). This implies that φs must be −∞
on w∞: for all i, j

φs(w∞) ≤ φs(wij) + ‖wij − w∞‖,
which implies φs(w∞) = −∞.

Remark 3.6. One could think that the problem is that the primary potential we
have chosen is not the right one. However, this is not the case. A completely
similar behavior happens spreading the mass as in the second picture of Figure 4
(rotated of −π/2), but there the primary potential is unique, up to constants.
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vecteurs, C. R. Acad. Sci. Paris Sér. I Math. 305 (1987), 805–808.
[13] Y. Brenier, Polar factorization and monotone rearrangement of vector-valued

functions, Comm. Pure Appl. Math. 44 (1991), 375–417.
[14] L. Caffarelli, M. Feldman and R. McCann, Constructing optimal mass

for Monge’s transport problem as a limit of strictly convex costs, J. Amer. Math.
Soc. (2002), 1–26.

[15] L.A. Caffarelli, Boundary regularity of maps with convex potentials. II, Ann.
Math. 144 (1996), 453–496.

[16] L. Caravenna and S. Daneri, The disintegration of the Lebesgue measure on

the faces of a convex function., J. Funct. Anal. 258 (2010), 3604–3661.
[17] L. Caravenna, A proof of Sudakov theorem with strictly convex norms, Math.

Z. 268 (2011), 371–407.
[18] F. Cavalletti, A strategy for non-strictly convex distance transport cost and

the obstacle problem, arXiv:1103.2797.
[19] T. Champion and L. De Pascale, The Monge problem for strictly convex

norms in R
d, J. Eur. Math. Soc. 6 (2010), 1355-1369.

[20] T. Champion and L. De Pascale, The Monge problem in R
d, Duke Math. J.

157 (2011), 551–572.



A PROOF OF MONGE PROBLEM IN R
N BY STABILITY 51
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Weakly ωb-Continuous Functions1
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Abstract. In this paper we introduce a new class of functions called
weakly ωb-continuous functions and investigate several properties and
characterizations. Connections with other existing concepts, such as
ωb-continuous and weakly b-continuous functions, are also discussed.

Keywords: b-Open Sets, ωb-Open Sets, Weakly b-Continuous Functions, Weakly ωb-

Continuous Functions.
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1. Introduction

The notion of b − open sets in topological spaces was introduced in 1996 by
Andrijevic [1]. This type of sets discussed by El-Atik [2] under the name of
γ−open sets. In 2008, Noiri, Al-Omari and Noorani [4] introduced the notions
of ωb − open sets and ωb-continuous functions. We continue to introduce and
study properties and characterizations of weakly ωb-continuous functions.

Let A be a subset of a space (X, τ). The closure ( resp. interior ) of A will
be denoted by Cl(A) ( resp. Int(A) ).

A subset A of a space (X, τ) is called b − open [1] if A ⊆ Cl(Int(A)) ∪
Int(Cl(A)). The complement of a b − open set is called a b − closed set. The
union of all b−open sets contained in A is called the b− interior of A, denoted
by bInt(A) and the intersection of all b − closed sets containing A is called
the b − closure of A, denoted by bCl(A). The family of all b − open ( resp.
b− closed ) sets in (X, τ) is denoted by BO(X) (resp. BC(X)).

Definition 1.1. A subset A of a space X is said to be ωb−open [4] if for every
x ∈ A, there exists a b − open subset Ux ⊆ X containing x such that Ux − A
is countable.

The complement of an ωb − open set is said to be ωb − closed [4]. The
intersection of all ωb− closed sets of X containing A is called the ωb− closure
of A and is denoted by ωbCl(A). The union of all ωb−open sets of X contained
in A is called the ωb− interior of A and is denoted by ωbInt(A).

1Jamal M. Mustafa did this research during the sabbatical leave from Department of

Mathematics, Al al-Bayt University, Mafraq, Jordan.
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Lemma 1.2 ([4]). For a subset of a topological space, b-opennes implies ωb −
openness.

Lemma 1.3 ([4]). The intersection of an ωb − open set with an open set is
ωb− open.

Lemma 1.4 ([4]). The union of any family of ωb− open sets is ωb− open.

2. Weakly ωb-Continuous Functions

Definition 2.1. A function f : (X, τ) → (Y, ρ) is said to be:

(a) ωb-continuous [4] if for each x ∈ X and each open set V in Y con-
taining f(x), there exists an ωb − open set U in X containing x such
that f(U) ⊆ V .

(b) weakly b-continuous [7] if for each x ∈ X and each open set V in Y
containing f(x), there exists a b–open set U in X containing x such that
f(U) ⊆ Cl(V ).

Definition 2.2. A function f : (X, τ) → (Y, ρ) is said to be weakly ωb-
continuous if for each x ∈ X and each open set V in Y containing f(x),
there exists an ωb− open set U in X containing x such that f(U) ⊆ Cl(V ).

Remark 2.3. Every ωb-continuous function is weakly ωb-continuous, but the
converse is not true in general as the following example shows.

Example 2.4. Let X = R with the usual topology τ and Y = {a, b} with
ρ = {φ, Y, {a}}. Define a function f : (X, τ) → (Y, ρ) by f(x) = a if x ∈ Q and
f(x) = b if x ∈ R−Q. Then f is weakly ωb-continuous but not ωb-continuous.

Remark 2.5. Since every b − open set is ωb − open then every weakly b-
continuous function is weakly ωb-continuous but the converse is not true in
general as the following example shows.

Example 2.6. Let X = Y = {a, b, c}, τ = {φ,X, {c}, {a, b}, {a, b, c}} and
ρ = {φ, Y, {a, b}, {c, d}}. Define a function f : (X, τ) → (Y, ρ) by f(a) = a,
f(b) = d, f(c) = c and f(d) = b. Then f is weakly ωb-continuous but not
weakly b-continuous.

Theorem 2.7. A function f : (X, τ) → (Y, ρ) is weakly ωb-continuous if and
only if for every open set V in Y , f−1(V ) ⊆ ωbInt[f−1(Cl(V ))].

Proof.

⇒) Let V ∈ ρ and x ∈ f−1(V ). Then there exists an ωb − open set U
in X such that x ∈ U and f(U) ⊆ Cl(V ). Therefore, we have x ∈
U ⊆ f−1(Cl(V )) and hence x ∈ ωbInt[f−1(Cl(V ))] which means that
f−1(V ) ⊆ ωbInt[f−1(Cl(V ))].
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⇐) Let x ∈ X and V ∈ ρ with f(x) ∈ V . Then x ∈ f−1(V ) ⊆
ωbInt[f−1(Cl(V ))]. Let U = ωbInt[f−1(Cl(V ))]. Then U is ωb − open
and f(U) ⊆ Cl(V ).

Theorem 2.8. Let f : (X, τ) → (Y, ρ) be a weakly ωb-continuous function. If
V is a clopen subset of Y , then f−1(V ) is ωb− open and ωb− closed in X.

Proof. Let x ∈ X and V be a clopen subset of Y such that f(x) ∈ V . Then
there exists an ωb − open set U in X containing x such that f(U) ⊆ Cl(V ).
Hence x ∈ U and f(U) ⊆ V and so x ∈ U ⊆ f−1(V ). This shows that f−1(V )
is ωb−open in X. Since Y −V is a clopen set in Y , so f−1(Y −V ) is ωb−open
in X. But f−1(Y − V ) = X − f−1(V ). Therefore f−1(V ) is ωb− closed in X.
Hence f−1(V ) is ωb− open and ωb− closed in X.

Theorem 2.9. A function f : (X, τ) → (Y, ρ) is weakly ωb-continuous if and
only if for every closed set C in Y , ωbCl[f−1(Int(C))] ⊆ f−1(C).

Proof.

⇒) Let C be a closed set in Y . Then Y −C is an open set in Y so by Theorem
2.8 f−1(Y − C) ⊆ ωbInt[f−1(Cl(Y − C))] = ωbInt[f−1(Y − Int(C))] =
X − ωbCl[f−1(Int(C))]. Thus ωbCl[f−1(Int(C))] ⊆ f−1(C).

⇐) Let x ∈ X and V ∈ ρ with f(x) ∈ V . So Y − V is a closed set in
Y . So by assumption ωbCl[f−1(Int(Y − V ))] ⊆ f−1(Y − V ). Thus
x /∈ ωbCl[f−1(Int(Y − V ))]. Hence there exists an ωb − open set U in
X such that x ∈ U and U ∩ f−1(Int(Y − V )) = φ which implies that
f(U)∩Int(Y −V ) = φ. Then f(U) ⊆ Y −Int(Y −V ), so f(U) ⊆ Cl(V ),
which means that f is weakly ωb-continuous.

Theorem 2.10. Let f : (X, τ) → (Y, ρ) be a surjection function such that f(U)
is ωb− open in Y for any ωb− open set U in X and let g : (Y, ρ) → (Z, σ) be
any function. If gof is weakly ωb-continuous then g is weakly ωb-continuous.

Proof. Let y ∈ Y . Since f is surjection, there exists x ∈ X such that f(x) = y.
Let V ∈ σ with g(y) ∈ V , so (gof)(x) ∈ V . Since gof is weakly ωb-continuous
there exists an ωb−open set U in X containing x such that (gof)(U) ⊆ Cl(V ).
By assumption H = f(U) is an ωb − open set in Y and contains f(x) = y.
Thus g(H) ⊆ Cl(V ). Hence g is weakly ωb-continuous.

Definition 2.11. A function f : (X, τ) → (Y, ρ) is called ωb-irresolute if
f−1(V ) is ωb− open in (X, τ) for every ωb− open set V in (Y, ρ).

Theorem 2.12. If f : (X, τ) → (Y, ρ) is ωb-irresolute and g : (Y, ρ) → (Z, σ)
is weakly ωb-continuous then gof : (X, τ) → (Z, σ) is weakly ωb-continuous.



56 JAMAL M. MUSTAFA

Proof. Let x ∈ X and V ∈ σ such that (gof)(x) = g(f(x)) ∈ V . Let y = f(x).
Since g is weakly ωb-continuous. So there exists an ωb− open set W in Y such
that y ∈ W and g(W ) ⊆ Cl(V ). Let U = f−1(W ). Then U is an ωb − open
set in X as f is ωb-irresolute. Now (gof)(U) = g(f(f−1(W ))) ⊆ g(W ). Then
x ∈ U and (gof)(U) ⊆ Cl(V ). Hence gof is weakly ωb-continuous.

Theorem 2.13. If f : (X, τ) → (Y, ρ) is weakly ωb-continuous and g : (Y, ρ) →
(Z, σ) is continuous then gof : (X, τ) → (Z, σ) is weakly ωb-continuous.

Proof. Let x ∈ X and W be an open set in Z containing (gof)(x) = g(f(x)).
Then g−1(W ) is an open set in Y containing f(x). So there exists an ωb−open
set U in X containing x such that f(U) ⊆ Cl(g−1(W )). Since g is continuous
we have (gof)(U) ⊆ g(Cl(g−1(W ))) ⊆ g(g−1(Cl(W ))) ⊆ Cl(W ).

Theorem 2.14. A function f : X → Y is weakly ωb-continuous if and only if
the graph function g : X → X × Y of f defined by g(x) = (x, f(x)) for each
x ∈ X, is weakly ωb-continuous.

Proof.

⇒) Suppose that f is weakly ωb-continuous. Let x ∈ X and W be an open
set in X × Y containing g(x). Then there exists a basic open set U1 × V
in X × Y such that g(x) = (x, f(x)) ∈ U1 × V ⊆ W . Since f is weakly
ωb-continuous there exists an ωb − open set U2 in X containing x such
that f(U2) ⊆ Cl(V ). Let U = U1 ∩ U2 then U is an ωb − open set in X
with x ∈ U and g(U) ⊆ Cl(W ).

⇐) Suppose that g is weakly ωb-continuous. Let x ∈ X and V be an open
set in Y containing f(x). Then X × V is an open set containing g(x)
and hence there exists an ωb − open set U in X containing x such that
g(U) ⊆ Cl(X × V ) = X ×Cl(V ). Therefore, we have f(U) ⊆ Cl(V ) and
hence f is weakly ωb-continuous.

Theorem 2.15. If f : (X, τ) → (Y, ρ) is a weakly ωb-continuous function and
Y is Hausdorff then the set G(f) = {(x, f(x) : x ∈ X} is an ωb − closed set
in X × Y .

Proof. Let (x, y) ∈ (X × Y ) − G(f). Then y 6= f(x). Since Y is Hausdorff,
there exist two disjoint open sets U and V such that y ∈ U and f(x) ∈ V .
Since f is weakly ωb-continuous, there exists an ωb− open set W containing x
such that f(W ) ⊆ Cl(V ). Since V and U are disjoint, we have U ∩Cl(V ) = φ
and hence U ∩ f(W ) = φ. This shows that (W × U) ∩ G(f) = φ. Then G(f)
is ωb− closed.

Theorem 2.16. If f : X1 → Y is ωb-continuous, g : X2 → Y is weakly ωb-
continuous and Y is Hausdorff, then the set A = {(x1, x2) ∈ X1×X2 : f(x1) =
g(x2)} is ωb− closed in X1 ×X2.
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Proof. Let (x1, x2) ∈ (X1×X2)−A. Then f(x1) 6= g(x2) and there exist open
sets V1 and V2 in Y such that f(x1) ∈ V1, g(x2) ∈ V2 and V1 ∩ V2 = φ, hence
V1 ∩ Cl(V2) = φ. Since f is ωb-continuous there exists an ωb− open set U1 in
X1 containing x1 such that f(U1) ⊆ V1. Since g is weakly ωb-continuous there
exists an ωb− open set U2 in X2 containing x2 such that g(U2) ⊆ Cl(V2). Now
U1×U2 is an ωb−open set in X1×X2 with (x1, x2) ∈ U1×U2 ⊆ (X1×X2)−A.
This shows that A is ωb− closed in X1 ×X2.

Theorem 2.17. If (Y, ρ) is a regular space then a function f : (X, τ) → (Y, ρ)
is weakly ωb-continuous if and only if it is ωb-continuous

Proof.

⇒) Let x be any point inX and V be any open set in Y containing f(x). Since
(Y, ρ) is regular, there exists W ∈ ρ such that f(x) ∈ W ⊆ Cl(W ) ⊆ V .
Since f is weakly ωb-continuous there exists an ωb − open set U in X
containing x such that f(U) ⊆ Cl(W ). So f(U) ⊆ V . Therefore, f is
ωb-continuous.

⇐) Clear.

Definition 2.18. Any weakly ωb-continuous function f : X → A, where
A ⊆ X and fA = f |A is the identity function on A, is called weakly ωb-
continuous retraction.

Theorem 2.19. Let f : X → A be a weakly ωb-continuous retraction of X onto
A where A ⊆ X. If X is a Hausdorff space, then A is an ωb− closed set in X.

Proof. Suppoe that A is not ωb − closed in X. Then there exist a point x ∈
ωbCl(A) − A. Since f is weakly ωb-continuous retraction, we have f(x) 6= x.
Since X is Hausdorff, there exist two disjoint open sets U and V such that
x ∈ U and f(x) ∈ V . Then we have U ∩ Cl(V ) = φ. Now, Let W be any
ωb− open set in X containing x. Then U ∩W is an ωb− open set containing x
and hence (U ∩W )∩A 6= φ because x ∈ ωbCl(A). Let y ∈ (U ∩W )∩A. Since
y ∈ A, f(y) = y ∈ U and hence f(y) /∈ Cl(V ). This gives that f(W ) is not
a subset of Cl(V ). This contradicts the fact that f is weakly ωb-continuous.
Therefore A is ωb− closed in X.

Definition 2.20. A space X is called:

(a) ωb− T1 if for each pair of distinct points x and y in X, there exist two
ωb− open sets U and V of X containing x and y, respectively, such that
y /∈ U and x /∈ V .

(b) ωb− T2 if for each pair of distinct points x and y in X, there exist two
ωb− open sets U and V of X containing x and y, respectively, such that
U ∩ V = φ
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Theorem 2.21. If for each pair of distinct points x and y in a space X there
exists a function f of X into a Hausdorff space Y such that

1) f(x) 6= f(y)

2) f is ωb-continuous at x and

3) f is weakly ωb-continuous at y,

then X is ωb− T2.

Proof. Since f(x) 6= f(y) and Y is Hausdorff, there exist open sets V1 and
V2 of Y containing f(x) and f(y), respectively, such that V1 ∩ V2 = φ, hence
V1∩Cl(V2) = φ. Since f is ωb-continuous at x, there exists an ωb−open set U1

in X containing x such that f(U1) ⊆ V1. Since f is weakly ωb-continuous at y,
there exists an ωb− open set U2 in X containing y such that f(U2) ⊆ Cl(V2).
Therefore we obtain U1 ∩ U2 = φ. This shows that X is ωb− T2.

Definition 2.22. A space X is called Urysohn [5] if for each pair of distinct
points x and y in X, there exist open sets U and V such that x ∈ U , y ∈ V
and Cl(U) ∩ Cl(V ) = φ.

Theorem 2.23. Let f : (X, τ) → (Y, ρ) be a weakly ωb-continuous injection.
Then the following hold:

(a) If Y is Hausdorff, then X is ωb− T1.

(b) If Y is Urysohn, then X is ωb− T2.

Proof.

(a) Let x1, x2 ∈ X with x1 6= x2. Then f(x1) 6= f(x2) and there exist open
sets V1 and V2 in Y containing f(x1) and f(x2), respectively, such that
V1 ∩ V2 = φ. Then we obtain f(x1) /∈ Cl(V2) and f(x2) /∈ Cl(V1). Since
f is weakly ωb-continuous, there exist ωb − open sets U1 and U2 with
x1 ∈ U1 and x2 ∈ U2 such that f(U1) ⊆ Cl(V1) and f(U2) ⊆ Cl(V2).
Hence we obtain x2 /∈ U1 and x1 /∈ U2. This shows that X is ωb− T1.

(b) Let x1, x2 ∈ X with x1 6= x2. Then f(x1) 6= f(x2) and there exist open
sets V1 and V2 in Y containing f(x1) and f(x2), respectively, such that
Cl(V1)∩Cl(V2) = φ. Since f is weakly ωb-continuous there exist ωb−open
sets U1 and U2 in X with x1 ∈ U1 and x2 ∈ U2 such that f(U1) ⊆ Cl(V1)
and f(U2) ⊆ Cl(V2).Since f−1(Cl(V1)) ∩ f−1(Cl(V2)) = φ we obtain
U1 ∩ U2 = φ. Hence X is ωb− T2.

Definition 2.24. A function f : X → Y is said to have a strongly ωb− closed
graph if for each (x, y) ∈ (X×Y )−G(f) there exist an ωb−open subset U of X
and an open subset V of Y such that (x, y) ∈ U×V and (U×Cl(V ))∩G(f) = φ.
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Theorem 2.25. If Y is a Urysohn space and f : X → Y is weakly ωb-
continuous, then G(f) is strongly ωb− closed.

Proof. Let (x, y) ∈ (X × Y )−G(f). Then y 6= f(x) and there exist open sets
V and W in Y with f(x) ∈ V and y ∈ W such that Cl(V )∩Cl(W ) = φ. Since
f is weakly ωb-continuous, there exists an ωb− open subset U of X containing
x such that f(U) ⊆ Cl(V ). Therefore we obtain f(U) ∩ Cl(W ) = φ and
hence (U × Cl(W )) ∩G(f) = φ. This shows that G(f) is strongly ωb− closed
in X × Y .

Theorem 2.26. Let f : (X, τ) → (Y, ρ) be a weakly ωb-continuous function
having strongly ωb− closed graph G(f). If f is injective, then X is ωb− T2.

Proof. Let x1, x2 ∈ X with x1 6= x2. Since f is injective, f(x1) 6= f(x2)
and (x1, f(x2)) /∈ G(f). Since G(f) is strongly ωb − closed, there exist an
ωb − open subset U of X containing x1 and an open subset V of Y such that
(x1, f(x2)) ∈ U ×V and (U ×Cl(V ))∩G(f) = φ and hence f(U)∩Cl(V ) = φ.
Since f is weakly ωb-continuous, there exists an ωb − open subset W of X
containing x2 such that f(W ) ⊆ Cl(V ). Therefore, we have f(U) ∩ f(W ) = φ
and hence U ∩W = φ. This shows that X is ωb− T2.

Definition 2.27. A space X is said to be ωb-connected if X can not be written
as a union of two non-empty disjoint ωb− open sets.

Theorem 2.28. If X is an ωb-connected space and f : X → Y is weakly ωb-
continuous surjection then Y is connected.

Proof. Suppose that Y is not connected. Then there exist two non-empty
disjoint open sets U and V in Y such that U∪V = Y . Hence, we have f−1(U)∩
f−1(V ) = φ, f−1(U)∪f−1(V ) = X and since f is surjection we have f−1(U) 6=
φ 6= f−1(V ). By Theorem 2.8, we have f−1(U) ⊆ ωbInt[f−1(Cl(U))] and
f−1(V ) ⊆ ωbInt[f−1(Cl(V ))]. Since U and V are clopen we have f−1(U) ⊆
ωbInt[f−1(U)] and f−1(V ) ⊆ ωbInt[f−1(V )] and hence f−1(U) and f−1(V )
are ωb−open. This implies that X is not ωb-connected which is a contradiction.
Therefore Y is connected.

Definition 2.29. A topological space (X, τ) is said to be:

(a) almost compact [3] if every open cover of X has a finite subfamily whose
closures cover X.

(b) almost Lindelöf [6] if every open cover of X has a countable subfamily
whose closures cover X.

Definition 2.30. A topological space (X, τ) is said to be ωb-compact (resp. ωb-
Lindelöf) if every ωb− open cover of X has a finite (resp. countable) subcover.
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Theorem 2.31. Let f : X → Y be a weakly ωb-continuous surjection. Then
the following hold:

(a) If X is ωb-compact, then Y is almost compact.

(b) If X is ωb-Lindelöf, then Y is almost Lindelöf.

Proof.

(a) Let {Vα : α ∈ ∆} be a cover of Y by open sets in Y. For each x ∈ X there
exists Vαx

∈ {Vα : α ∈ ∆} such that f(x) ∈ Vαx
. Since f is weakly ωb-

continuous, there exists an ωb− open set Ux of X containing x such that
f(Ux) ⊆ Cl(Vαx

). The family {Ux : x ∈ X} is a cover of X by ωb− open
sets of X and hence there exists a finite subset X0 of X such that X ⊆
∪{Ux : x ∈ X0}. Therefore, we obtain Y = f(X) ⊆ ∪{Cl(Vαx

) : x ∈ X0}.
This shows that Y is almost compact.

(b) Similar to (a).
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1. Introduction

1.1. Motivation

The problem of classification of vector bundles over an elliptic curve was con-
sidered and completely solved by Atiyah in [1].

For a group Γ acting on a complex manifold Y , an r-dimensional factor
of automorphy is a holomorphic function f : Γ × Y → GLr(C) satisfying
f(λµ, y) = f(λ, µy)f(µ, y). Two factors of automorphy f and f ′ are equivalent
if there exists a holomorphic function h : Y → GLr(C) such that h(λy)f(λ, y) =
f ′(λ, y)h(y).

Given a complex manifold X and the universal covering Y
p
−→ X, let Γ be

the fundamental group of X acting naturally on Y by deck transformations.
Then there is a one-to-one correspondence between equivalence classes of r-
dimensional factors of automorphy and isomorphism classes of vector bundles
on X with trivial pull-back along p. In particular, if Y does not possess any
non-trivial vector bundles, one obtains a one-to-one correspondence between
equivalence classes of r-dimensional factors of automorphy and isomorphism
classes of vector bundles on X. In particular this is the case for complex tori.

Since it is known that one-dimensional complex tori correspond to elliptic
curves and since the classification of holomorphic vector bundles on a projective
variety over C is equivalent to the classification of algebraic vector bundles
(cf. [13]), it is possible to formulate Atiyah’s results in the language of factors
of automorphy. So for example in the case of vector bundles of rank 1 and 2
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such a formulation using factors of automorphy was given in [4], Theorems 4.4
and 4.5.

This paper is a shortened version of the diploma thesis [7] and aims to prove
some results used without any proofs by different authors, in particular in [12]
and [3]. The main result of this note, Theorem 5.24, gives a classification of
indecomposable vector bundles of fixed rank and degree on a complex torus in
terms of factors of automorhy. Its statement coincides with the statement of
Proposition 1 from [12], which was given without any proof.

The author thanks Igor Burban, Bernd Kreußler, and Günther Trautmann,
who motivated him to prepare this manuscript.

1.2. Structure of the Paper

In Section 2 we establish a correspondence between vector bundles and factors
of automorphy. Section 3 deals with properties of factors of automorphy, in par-
ticular we discuss a correspondence between operations on vector bundles and
operations on factors of automorphy. From Section 4 on we restrict ourselves
to the case of vector bundles on complex tori. It is shown in Theorem 4.11
that to define a vector bundle of rank r on a complex one-dimensional torus is
the same as to fix a holomorphic function C

∗ → GLr(C). In Section 5 we first
present in Theorem 5.13 a classification of indecomposable vector bundles of
degree zero, using this we give then in Theorem 5.24 a complete classification
of indecomposable vector bundles of fixed rank and degree in terms of factors
of automorphy.

1.3. Notations and Conventions

Following Atiyah’s paper [1] we denote by E(r, d) = EX(r, d) the set of isomor-
phism classes of indecomposable vector bundles over X of rank r and degree d.
For a vector bundle E we usually denote the corresponding locally free sheaf of
its sections by E . By Vect we denote the category of finite dimensional vector
spaces. For a divisor D we denote by [D] the corresponding line bundle.

2. Correspondence between Vector Bundles and Factors

of Automorphy

Let X be a complex manifold and let p : Y → X be a covering of X. Let
Γ ⊂ Deck(Y/X) be a subgroup in the group of deck transformations Deck(Y/X)
such that for any two points y1 and y2 with p(y1) = p(y2) there exists an element
γ ∈ Γ such that γ(y1) = y2. In other words, Γ acts transitively in each fiber.
We call this property (T).
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Remark 2.1. Note that for any two points y1 and y2 there can be only one γ ∈
Deck(Y/X) with γ(y1) = y2 (see [5], Satz 4.8). Therefore, Γ = Deck(Y/X) and
the property (T) simply means that p : Y → X is a normal (Galois) covering.

We have an action of Γ on Y :

Γ× Y → Y, y 7→ γ(y) =: γy.

Definition 2.2. A holomorphic function f : Γ× Y → GLr(C), r ∈ N is called
an r-dimensional factor of automorphy if it satisfies the relation

f(λµ, y) = f(λ, µy)f(µ, y).

Denote by Z1(Γ, r) the set of all r-dimensional factors of automorphy.

We introduce the relation ∼ on Z1(Γ, r). We say that f is equivalent to f ′

if there exists a holomorphic function h : Y → GLr(C) such that

h(λy)f(λ, y) = f ′(λ, y)h(y).

We write in this case f ∼ f ′.

Lemma 2.3. The relation ∼ is an equivalence relation on Z1(Γ, r).

Proof. Straightforward verifications.

We denote the set of equivalence classes of Z1(Γ, r) with respect to ∼ by
H1(Γ, r).

Consider f ∈ Z1(Γ, r) and a trivial vector bundle Y × C
r → Y . Define a

holomorphic action of Γ on Y × C
r:

Γ× Y × C
r → Y × C

r, (λ, y, v) 7→ (λy, f(λ, y)v) =: λ(y, v).

Denote E(f) = Y × C
r/Γ and note that for two equivalent points (y, v) ∼Γ

(y′, v′) with respect to the action of Γ on Y × C
r it follows that p(y) = p(y′).

In fact, (y, v) ∼Γ (y′, v′) implies in particular that y = γy′ for some γ ∈ Γ
and by the definition of deck transformations p(y) = p(γy′) = p(y′). Hence the
projection Y × C

r → Y induces the map

π : E(f) → X, [y, v] 7→ p(y).

We equip E(f) with the quotient topology.

Theorem 2.4. E(f) inherits a complex structure from Y × C
r and the map

π : E(f) → X is a holomorphic vector bundle on X.
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Proof. First we prove that π is a topological vector bundle. Clearly π is a
continuous map. Consider the commutative diagram

Y × C
r

��

// E(f)

π

��

Y
p

// X.

Let x be a point of X. Since p is a covering, one can choose an open neighbour-
hood U of x such that its preimage is a disjoint union of open sets biholomorphic
to U, i. e., p−1(U) =

⊔

i∈I
Vi, pi := p|Vi

: Vi → U is a biholomorphism for
each i ∈ I. For each pair (i, j) ∈ I × I there exists a unique λij ∈ Γ such that
λijp

−1
j (x) = p−1

i (x) for all x ∈ U . This follows from the property (T).

We have π−1(U) = ((
⊔

i∈I
Vi)× C

r)/Γ.
Choose some iU ∈ I. Consider the holomorphic map

ϕ′
U :

(

⊔

i∈I

Vi

)

× C
r → U × C

r, (yi, v) 7→ (p(yi), f(λiU i, yi)v), yi ∈ Vi.

Suppose that (yi, v
′) ∼Γ (yj , v). This means

(yi, v
′) = λij(yj , v) = (λijyj , f(λij , yj)v).

Therefore,

ϕ′
U (yi, v

′) = (p(yi), f(λiU i, yi)v
′) = (p(λijyj), f(λiU i, λijyj)f(λij , yj)v)

= (p(yj), f(λiU j , yj)v) = ϕ′
U (yj , v).

Thus ϕ′
U factorizes through ((

⊔

i∈I
Vi)× C

r)/Γ, i. e., the map

ϕU :

((

⊔

i∈I

Vi

)

× C
r

)

/Γ → U × C
r, [(yi, v)] 7→ (p(yi), f(λiU i, yi)v), yi ∈ Vi

is well-defined and continuous. We claim that ϕU is bijective.
Suppose ϕU ([(yi, v

′)]) = ϕU ([(yj , v)]), where yi ∈ Vi, yj ∈ Vj . By definition
this is equivalent to (p(yi), f(λiU i, yi)v

′) = (p(yj), f(λiU j , yj)v), which means
yi = λijyj and

f(λiU i, λijyj)v
′ = f(λiU i, yi)v

′ = f(λiU j , yj)v

= f(λiU iλij , yj)v = f(λiU i, λijyj)f(λij , yj)v.

We conclude v′ = f(λij , yj)v and [(yi, v
′)] = [(yj , v)], which means injectivity

of ϕU .
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At the same time for each element (y, v) ∈ U × C
r one has

ϕU ([(p
−1
i (y), f(λiU i, p

−1
i (y))−1v)])

= (pp−1
i (y), f(λiU i, p

−1
i (y))f(λiU i, p

−1
i (y))−1v) = (y, v),

i.e., ϕU is surjective and we obtain that ϕU is a bijective map.
This means, that ϕU is a trivialization for U and that π : E(f) → X is a

(continuous) vector bundle. If U and V are two neighbourhoods of X defined as
above for which E(f)|U , E(f)|V are trivial, then the corresponding transition
function is

ϕUϕ
−1
V : (U ∩ V )× C

r → (U ∩ V )× C
r, (x, v) 7→ (x, gUV (x)v),

where gUV : U ∩ V → GLr(C) is a cocycle defining E(f). But from the
construction of ϕU it follows that

gUV (x) = f(λiU iV , p
−1
iV

(x)).

Therefore, gUV is a holomorphic map, hence ϕUϕ
−1
V is also a holomorphic

map. Thus the maps ϕU give E(f) a complex structure. Since π is locally a
projection, one sees that π is a holomorphic map.

Remark 2.5. Note that p∗E(f) is isomorphic to Y ×C
r. An isomorphism can

be given by the map

p∗E(f) → Y × C
r, (y, [ỹ, v]) 7→ (y, f(λ, ỹ)v), λỹ = y.

Now we have the map from Z1(Γ, r) to the set Kr = {[E] | p∗(E) ≃ Y ×C
r}

of isomorphism classes of vector bundles of rank r over X with trivial pull back
with respect to p.

φ′ : Z1(Γ, r) → Kr; f 7→ [E(f)].

Theorem 2.6. Let Kr denote the set of isomorphism classes of vector bundles
of rank r on X with trivial pull back with respect to p. Then the map

H1(Γ, r) → Kr, [f ] 7→ [E(f)]

is a bijection.

Proof. This proof generalizes the proof from [2, Appendix B] given only for
line bundles.

Consider the map φ′ : Z1(Γ, r) → Kr and let f and f ′ be two equivalent
r-dimensional factors of automorphy. It means that there exists a holomorphic
function h : Y → GLr(C) such that

f ′(λ, y) = h(λy)f(λ, y)h(y)−1.
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Therefore, for two neighbourhoods U , V constructed as above we have the
following relation for cocycles corresponding to f and f ′.

g′UV (x) = f ′(λUV , p
−1
iV

(x)) = h(λUV p
−1
iV

(x))f(λUV , p
−1
iV

(x))h(p−1
iV

(x))−1

= h(p−1
iU

(x))gUV (x)h(p
−1
iV

(x))−1 = hU (x)gUV (x)hV (x)
−1,

where λUV = λiU iV , hU (x) = h(p−1
iU

(x)) and hV (x) = h(p−1
iV

(x)). We obtained

g′UV = hUgUV h
−1
U ,

which is exactly the condition for two cocycles to define isomorphic vector
bundles. Therefore, E(f) ≃ E(f ′) and it means that φ′ factorizes through
H1(Γ, r), i.e., the map

φ : H1(Γ, r) → Kr; [f ] 7→ [E(f)]

is well-defined.

It remains to construct the inverse map. Suppose E ∈ Kr, in other words
p∗(E) is the trivial bundle of rank r over Y . Let α : p∗E → Y × C

r be a
trivialization. The action of Γ on Y induces a holomorphic action of Γ on p∗E
:

λ(y, e) := (λy, e) for (y, e) ∈ p∗E = Y ×X E.

Via α we get for every λ ∈ Γ an automorphism ψλ of the trivial bundle Y ×C
r.

Clearly ψλ should be of the form

ψλ(y, v) = (λy, f(λ, y)v),

where f : Γ× Y → GLr(C) is a holomorphic map. The equation for the action
ψλµ = ψλψµ implies that f should be an r-dimensional factor of automorphy.

Suppose α′ is an another trivialization of p∗E. Then there exists a holo-
morphic map h : Y → GLr(C) such that α′α−1(y, v) = (y, h(y)v). Let f ′ be a
factor of automorphy corresponding to α′. From

(λy, f ′(λ, y)v) = ψ′
λ(y, v) = α′λα′−1(y, v) = α′α−1αλα−1αα′−1(y, v)

= α′α−1ψλ(α
′α−1)−1(y, v) = α′α−1ψλ(y, h(y)

−1v)

= α′α−1(λy, f(λ, y)h(y)−1v) = (λy, h(λy)f(λ, y)h(y)−1),

we obtain f ′(λ, y) = h(λy)f(λ, y)h(y)−1. The last means that [f ] = [f ′], in
other words, the class of a factor of automorphy in H1(Γ, r) does not depend
on the trivialization and we get a map Kr → H1(Γ, r). This map is the
inverse of φ.
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Let X be a connected complex manifold, let p : X̃ → X be a universal
covering of X, and let Γ = Deck(Y/X). Since universal coverings are normal
coverings, Γ satisfies the property (T) (see [5, Satz 5.6]). Moreover, Γ is isomor-
phic to the fundamental group π1(X) of X (see [5, Satz 5.6]). An isomorphism
is given as follows.

Fix x0 ∈ X and x̃0 ∈ X̃ with p(x̃0) = x0. We define a map

Φ : Deck(X̃/X) → π1(X,x0)

as follows. Let σ ∈ Deck(X̃/X) and v : [0; 1] → X̃ be a curve with v(0) = x̃0
and v(1) = σ(x̃0). Then a curve

pv : [0; 1] → X, t 7→ pv(t)

is such that pv(0) = pv(1) = x0. Define Φ(σ) := [pv], where [pv] denotes
a homotopy class of pv. The map Φ is well defined and is an isomorphism
of groups.

So we can identify Γ with π1(X). Therefore, we have an action of π1(X)
on X̃ by deck transformations.

Consider an element [w] ∈ π1(X,x0) represented by a path w : [0; 1] → X.
We denote σ = Φ−1([w]). Consider any x̃0 ∈ X such that p(x̃0) = w(0) = w(1),
then the path w can be uniquely lifted to the path

v : [0; 1] → X̃

with v(0) = x̃0 (see [5], Satz 4.14). Denote x̃1 = v(1). Then σ is a unique
element in Deck(X̃/X) such that σ(x̃0) = x̃1. This gives a description of the
action of π1(X,x0) on X̃.

Now we have a corollary to Theorem 2.6.

Corollary 2.7. Let X be a connected complex manifold, let p : X̃ → X be
the universal covering, let Γ be the fundamental group of X naturally acting on
X̃ by deck transformations. As above, H1(Γ, r) denotes the set of equivalence
classes of r-dimensional factors of automorphy

Γ× X̃ → GLr(C).

Then there is a bijection

H1(Γ, r) → Kr, [f ] 7→ E(f),

where Kr denotes the set of isomorphism classes of vector bundles of rank r on
X with trivial pull back with respect to p.
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3. Properties of Factors of Automorphy

Definition 3.1. Let f : Γ× Y → GLr(C) be an r-dimensional factor of auto-
morphy. A holomorphic function s : Y → C

r is called an f -theta function if
it satisfies

s(γy) = f(γ, y)s(y) for all γ ∈ Γ, y ∈ Y .

Theorem 3.2. Let f : Γ × Y → GLr(C) be an r-dimensional factor of auto-
morphy. Then there is a one-to-one correspondence between sections of E(f)
and f -theta functions.

Proof. Let {Vi}i∈I be a covering of Y such that p restricted to Vi is a homeo-
morphism. Denote ϕi := (p|Vi

)−1, Ui := p(Vi). Then {Ui} is a covering of X
such that E(f) is trivial over each Ui.

Consider a section of E(f) given by functions si : Ui → C
r satisfying

si(x) = gij(x)sj(x) for x ∈ Ui ∩ Uj ,

where
gij(x) = f(λUiUj

, ϕj(x)), x ∈ Ui ∩ Uj

is a cocycle defining E(f) (see the proof of Theorem 2.6). Define s : Y → C
r

by s(ϕi(x)) := si(x). To prove that this is well-defined we need to show
that si(x) = sj(x) when ϕi(x) = ϕj(x). But since ϕi(x) = ϕj(x) we
obtain λUiUj

= 1. Therefore,

si(x) = gij(x)si(x) = f(λUiUj
, ϕj(x))sj(x) = f(1, ϕj(x))sj(x) = sj(x).

For any γ ∈ Γ for any point y ∈ Y take i, j ∈ I and x ∈ X such that y = ϕj(x)
and γy = γϕj(x) = ϕi(x). Thus γ = λUiUj

and one obtains

s(γy) = s(ϕi(x)) = si(x) = gij(x)sj(x)

= f(λUiUj
, ϕj(x))sj(x) = f(γ, y)s(ϕj(x)) = f(γ, z)s(y).

In other words, s is an f -theta function.
Vice versa, let s : Y → C

r be an f -theta function. We define si : Ui → C
r

by si(x) := s(ϕi(x)). Then for a point x ∈ Ui ∩ Uj we have

si(x) = s(ϕi(x)) = s(λUiUj
ϕj(x))

= f(λUiUj
, ϕj(x))s(ϕj(x)) = gij(x)sj(x),

which means that the functions si define a section of E(f). The described
correspondences are clearly inverse to each other.

The following statement will be useful in the sequel.
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Theorem 3.3. Let

f(λ, y) =

(

f ′(λ, y) f̃(λ, y)
0 f ′′(λ, y)

)

be an r′ + r′′-dimensional factor of automorphy, where f ′(λ, y) ∈ GLr′(C),
f ′′(λ, y) ∈ GLr′′(C). Then

(a) f ′ : Γ × Y → GLr′(C) and f ′′ : Γ × Y → GLr′′(C) are r′ and r′′-
dimensional factors of automorphy respectively;

(b) there is an extension of vector bundles

0 // E(f ′)
i

// E(f)
π

// E(f ′′) // 0 .

Proof. The statement of (a) follows from straightforward verification. To prove
(b) we define maps i and π as follows.

i :E(f ′) → E(f), [y, v] 7→ [y,

(

v
0

)

], v ∈ C
r′ ,

(

v
0

)

∈ C
r′+r′′

π :E(f) → E(f ′′), [y,

(

v
w

)

] → [y, w], v ∈ C
r′ , w ∈ C

r′′

Since [λy, f ′(λ, y)v] is mapped via i to
[

λy,

(

f ′(λ, y)v
0

)]

=

[

λy, f(λ, y)

(

v
0

)]

,

one concludes that i is well-defined. Analogously, since [λy, f ′′(λ, y)w] = [y, w]
one sees that π is well-defined. Using the charts from the proof of (2.4) one
easily sees that the defined maps are holomorphic.

Notice that i and π respect fibers, i is injective and π is surjective in each
fiber. This proves the statement.

Now we recall one standard construction from linear algebra. Let A be an
m×n matrix. It represents some morphism C

n → C
m for fixed standard bases

in C
n and C

m.
Let F : Vectp → Vect be a covariant functor. Let A1, . . . , Ap be the matrices

representing morphisms Cn
1

f1
→ C

m
1 , . . . ,C

n
p

fp
→ C

m
p in standard bases.

If for each object F(Cm) we fix some basis, then the matrix corresponding
to the morphism F(f1, . . . , fp) is denoted by F(A1, . . . , Ap). Clearly it satisfies

F(A1B1, . . . , ApBp) = F(A1, . . . , Ap)F(B1, . . . , Bp).

In this way A ⊗ B, Sq(A), Λq(A) can be defined. As F one considers the
functors

⊗ : Vect2 → Vect, Sn : Vect → Vect, Λ : Vect → Vect
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respectively.

Recall that every holomorphic functor F : Vectn → Vect can be canonically
extended to the category of vector bundles of finite rank over X. By abuse of
notation we will denote the extended functor by F as well.

Theorem 3.4. Let F : Vectn → Vect be a covariant holomorphic functor. Let
f1, . . . , fn be ri-dimensional factors of automorphy. Then f = F(f1, . . . , fn) is
a factor of automorphy defining F(E(f1), . . . , E(fn)).

Proof. One clearly has

F(f1, . . . , fn)(λµ, y) = F(f1(λµ, y), . . . , fn(λµ, y))

= F(f1(λ, µy)f1(µ, y), . . . , fn(λ, µy)fn(µ, y))

= F (f1(λ, µy), . . . , fn(λ, µy))F (f1(µ, y), . . . , fn(µ, y))

= F(f1, . . . , fn)(λ, µy)F(f1, . . . , fn)(µ, y).

Since (f1, . . . , fn) represents an isomorphism in Vect
n, F(f1, . . . , fn) also

represents an isomorphism C
r → C

r for some r ∈ N. Therefore, f is an r-
dimensional factor of automorphy.

Since f = F(f1, . . . , fn), for cocycles defining the corresponding vector
bundles the equality gU1U2

= F(g1U1U2
, . . . , gnU1U2

) holds true, where giU1U2

is a cocycle defining E(fi). This shows that E(f) = F(E(f1), . . . , E(fn)) and
proves the required statement.

For example for F = ⊗ : Vect2 → Vect we get the following obvious
corollary.

Corollary 3.5. Let f ′ : Γ× Y → GLr′(C) and f
′′ : Γ× Y → GLr′′(C) be two

factors of automorphy. Then f = f ′ ⊗ f ′′ : Γ×Y → GLr′r′′(C) is also a factor
of automorphy. Moreover, E(f) ≃ E(f ′)⊗ E(f ′′).

It is not essential that the functor in Theorem 3.4 is covariant. The following
theorem is a generalization of Theorem 3.4.

Theorem 3.6. Let F : Vect
n → Vect be a holomorphic functor. Let F be

covariant in k first variables and contravariant in n − k last variables. Let
f1, . . . , fn be ri-dimensional factors of automorphy. Then

f = F(f1, . . . , fk, f
−1
k+1, . . . , f

−1
n )

is a factor of automorphy defining F(E(f1), . . . , E(fn)).

Proof. The proof is analogous to the proof of Theorem 3.4.
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4. Vector Bundles on Complex Tori

4.1. One Dimensional Complex Tori

Let X be a complex torus, i.e., X = C/Γ, Γ = Zτ + Z, Im τ > 0. Then the
universal covering is X̃ = C, namely

pr : C → C/Γ, x 7→ [x].

We have an action of Γ on C:

Γ× C → C, (γ, y) 7→ γ + y.

Clearly Γ acts on C by deck transformations and satisfies the property (T).
Since C is a non-compact Riemann surface, by [5, Theorem 30.4, p. 204],

there are only trivial bundles on C. Therefore, we have a one-to-one correspon-
dence between classes of isomorphism of vector bundles of rank r on X and
equivalence classes of factors of automorphy

f : Γ× C → GLr(C).

As usually, Va denotes the standard parallelogram constructed at point a,
Ua is the image of Va under the projection, ϕa : Ua → Va is the local inverse
of the projection.

Remark 4.1. Let f be an r-dimensional factor of automorphy. Then

gab(x) = f(ϕa(x)− ϕb(x), ϕb(x))

is a cocycle defining E(f). This follows from the construction of the cocycle in
the proof of Theorem 2.6.

Example 4.2. There are factors of automorphy corresponding to classical theta
functions. For any theta-characteristic ξ = aτ + b, where a, b ∈ R, there is a
holomorphic function θξ : C → C defined by

θξ(z) =
∑

n∈Z

exp(πi(n+ a)2τ)exp(2πi(n+ a)(z + b)),

which satisfies

θξ(γ + z) = exp(2πiaγ − πip2τ − 2πip(z + ξ))θξ(z) = eξ(γ, z)θξ(z),

where γ = pτ + q and eξ(γ, z) = exp(2πiaγ − πip2τ − 2πip(z + ξ)). Since

eξ(γ1 + γ2, z) = eξ(γ1, γ2 + z)eξ(γ2, z),

we conclude that eξ(γ, z) is a factor of automorphy.
By Theorem 3.2 θξ(z) defines a section of E(eξ(γ, z)).
For more information on classical theta functions see [8, 9, 10].
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Theorem 4.3. degE(eξ) = 1.

Proof. We know that sections of E(eξ) correspond to eξ - theta functions. The
classical eξ-theta function θξ(z) defines a section sξ of E(eξ). Since θξ has only
simple zeros and the set of zeros of θξ(z) is

1
2 +

τ
2 + ξ +Γ, we conclude that sξ

has exactly one zero at point p = [ 12 + τ
2 + ξ] ∈ X. Hence by [6, p. 136] we get

E(eξ) ≃ [p] and thus degE(eξ) = 1.

Theorem 4.4. Let ξ and η be two theta-characteristics. Then

E(eξ) ≃ t∗[η−ξ]E(eη),

where t[η−ξ] : X → X, x 7→ x+ [η − ξ] is the translation by [η − ξ].

Proof. As in the proof of Theorem 4.3 E(eξ) ≃ [p] and E(eη) = [q] for p =
[ 12 + τ

2 + ξ] and q = [ 12 + τ
2 + η]. Since t[η−ξ]p = q, we get

E(eξ) ≃ [p] ≃ t∗[η−ξ][q] ≃ t∗[η−ξ]E(eη),

which completes the proof.

Now we are going to investigate the extensions of the type

0 → X × C → E → X × C → 0.

In this case the transition functions are given by matrices of the type

(

1 ∗
0 1

)

.

and E is isomorphic to E(f) for some factor of automorphy f of the form

f(λ, x̃) =

(

1 µ(λ, x̃)
0 1

)

.

Note that the condition for f to be a factor of automorphy in this case is
equivalent to the condition

µ(λ+ λ′, x̃) = µ(λ, λ′ + x̃) + µ(λ′, x̃),

where we use the additive notation for the group operation since Γ
is commutative.

Theorem 4.5. f defines the trivial bundle if and only if µ(λ, x̃) = ξ(λx̃)−ξ(x̃)
for some holomorphic function ξ : C → C.
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Proof. We know that E is trivial if and only if h(λx̃) = f(λ, x̃)h(x̃) for some
holomorphic function h : X̃ → GL2(C). Let

h =

(

a(x̃) b(x̃)
c(x̃) d(x̃)

)

,

then the last condition is
(

a(λx̃) b(λx̃)
c(λx̃) d(λx̃)

)

=

(

1 µ(λ, x̃)
0 1

)(

a(x̃) b(x̃)
c(x̃) d(x̃)

)

=

(

a(x̃) + c(x̃)µ(λ, x̃) b(x̃) + d(x̃)µ(λ, x̃)
c(x̃) d(x̃)

)

.

In particular it means c(λx̃) = c(x̃) and d(λx̃) = d(x̃), i.e., c and d are
doubly periodic functions on X̃ = C, so they should be constant, i.e.,
c(λ, x̃) = c ∈ C, d(λ, x̃) = d ∈ C.

Now we have

a(x̃) + cµ(λ, x̃) = a(λx̃)

b(x̃) + dµ(λ, x̃) = b(λx̃)

which implies

cµ(λ, x̃) = a(λx̃)− a(x̃)

dµ(λ, x̃) = b(λx̃)− b(x̃).

Since deth(x̃) 6= 0 for all x̃ ∈ X̃ = C one of the numbers c and d is not
equal to zero. Therefore, one concludes that µ(λ, x̃) = ξ(λx̃) − ξ(x̃) for some
holomorphic function ξ : X̃ = C → C.

Now suppose µ(λ, x̃) = ξ(λx̃)−ξ(x̃) for some holomorphic function ξ : C →

C. Clearly for h(x̃) =

(

1 ξ(x̃)
0 1

)

one has that deth(x̃) = 1 6= 0 and

f(λ, x̃)h(x̃) =

(

1 µ(λ, x̃)
0 1

)(

1 ξ(x̃)
0 1

)

=

(

1 ξ(x̃) + µ(λ, x̃)
0 1

)

=

(

1 ξ(λx̃)
0 1

)

= h(λx̃).

We have shown, that f defines the trivial bundle. This proves the statement
of the theorem.

Theorem 4.6. Two factors of automorphy

f(λ, x̃) =

(

1 µ(λ, x̃)
0 1

)

and f ′(λ, x̃) =

(

1 ν(λ, x̃)
0 1

)
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defining non-trivial bundles are equivalent if and only if

µ(λ, x̃)− kν(λ, x̃) = ξ(λx̃)− ξ(x̃), k ∈ C, k 6= 0

for some holomorphic function ξ : C = X̃ → C.

Proof. Suppose that the factors of automorphy

f(λ, x̃) =

(

1 µ(λ, x̃)
0 1

)

and

f ′(λ, x̃) =

(

1 ν(λ, x̃)
0 1

)

are equivalent. Then there is an equality f(λ, x̃)h(x̃) = h(λx̃)f(λ, x̃) for some
holomorphic function h : C = X̃ → GL2(C). Let us write h in the form

h(x̃) =

(

a(x̃) b(x̃)
c(x̃) d(x̃)

)

.

Then the condition for equivalence of f and f ′ can be rewritten as follows:
(

1 µ(λ, x̃)
0 1

)(

a(x̃) b(x̃)
c(x̃) d(x̃)

)

=

(

a(λx̃) b(λx̃)
c(λx̃) d(λx̃)

)(

1 ν(λ, x̃)
0 1

)

After multiplication one obtains
(

a(x̃) + c(x̃)µ(λ, x̃) b(x̃) + d(x̃)µ(λ, x̃)
c(x̃) d(x̃)

)

=

(

a(λx̃) a(λx̃)ν(λ, x̃) + b(λx̃)
c(λx̃) c(λx̃)ν(λ, x̃) + d(λx̃)

)

,

which leads to the system of equations


























a(x̃) + c(x̃)µ(λ, x̃) = a(λx̃)

b(x̃) + d(x̃)µ(λ, x̃) = a(λx̃)ν(λ, x̃) + b(λx̃)

c(x̃) = c(λx̃)

d(x̃) = c(λx̃)ν(λ, x̃) + d(λx̃).

The third equation means that c is a double periodic function. Therefore, c
should be a constant function.

If c 6= 0 from the first and the last equations using Theorem 4.5 one con-
cludes that f and f ′ define the trivial bundle.

In the case c = 0 one has










a(x̃) = a(λx̃)

b(x̃) + d(x̃)µ(λ, x̃) = a(λx̃)ν(λ, x̃) + b(λx̃)

d(x̃) = d(λx̃),
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i.e., as above, a and d are constant and both not equal to zero since det(h) 6= 0.
Finally one concludes that

dµ(λ, x̃)− aν(λ, x̃) = b(λx̃)− b(x̃), a, d ∈ C, ad 6= 0 (1)

Vice versa, if µ and ν satisfy (1) for

h(x̃) =

(

a b(x̃)
0 d

)

we have

f(λ, x̃)h(x̃) =

(

1 µ(λ, x̃)
0 1

)(

a b(x̃)
0 d

)

=

(

a b(x̃) + dµ(λ, x̃)
0 d

)

=

(

a b(λx̃) + aν(λ, x̃)
0 d

)

=

(

a b(λx̃)
0 d

)(

1 ν(λ, x̃)
0 1

)

= h(λx̃)f(λ, x̃).

This means that f and f ′ are equivalent.

4.2. Higher Dimensional Complex Tori

One can also consider higher dimensional complex tori. Let Γ ⊂ C
g be a lattice,

Γ = Γ1 × · · · × Γg, Γi = Z+ Zτi, Im τ > 0.

Then as for one dimensional complex tori we obtain that X = C
g/Γ is a

complex manifold. Clearly the map

C
g → C

g/Γ = X, x 7→ [x]

is the universal covering of X. Since all vector bundles on C
g are trivial, we ob-

tain a one-to-one correspondence between equivalence classes of r-dimensional
factors of automorphy

f : Γ× C
g → GLr(C)

and vector bundles of rank r on X.
Let Γ = Z

g + ΩZg, where Ω is a symmetric complex g × g matrix with
positive definite real part. Note that Ω is a generalization of τ from one di-
mensional case.
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For any theta-characteristic ξ = Ωa + b, where a ∈ R
g, b ∈ R

g there is a
holomorphic function θξ : Cg → C defined by

θξ(z) = θab (z,Ω) =
∑

n∈Zg

exp(πi(n+ a)tΩ(n+ a)τ )exp( 2πi(n+ a)tΩ(z + b)),

which satisfies

θξ(γ + z) = exp(2πiatγ − πiptΩp− 2πipt(z + ξ))θξ(z) = eξ(γ, z)θξ(z),

where γ = Ωp+ q and eξ(γ, z) = exp(2πiatγ − πiptΩp− 2πipt(z + ξ)). Since

eξ(γ1 + γ2, z) = eξ(γ1, γ2 + z)eξ(γ2, z),

we conclude that eξ(γ, z) is a factor of automorphy.
As above θξ(z) defines a section of E(eξ(γ, z)).
For more detailed information on higher dimensional theta functions

see [8, 9, 10].

4.3. Factors of Automorphy depending only on the

τ-Direction of the Lattice Γ

Here X is a complex torus, X = C/Γ, Γ = Zτ +Z, Im τ > 0. Denote q = e2πiτ .
Consider the canonical projection

pr : C∗ → C
∗/ < q >, u→ [u] = u < q > .

Clearly one can equip C
∗/ < q > with the quotient topology. Therefore, there

is a natural complex structure on C
∗/ < q >.

Consider the homomorphism

C
exp
→ C

∗ pr
→ C

∗/ < q >, z 7→ e2πiz 7→ [e2πiz].

It is clearly surjective. An element z ∈ C is in the kernel of this homomorphism
if and only if e2πiz = qk = e2πikτ for some integer k. But this holds if and only
if z − kτ ∈ Z or, in other words, if z ∈ Γ. Therefore, the kernel of the map is
exactly Γ, and we obtain an isomorphism of groups

iso : C/Γ → C
∗/ < q >= C

∗/Z, [z] → [e2πiz].

Since the diagram

C
pr

//

exp

��

C/Γ
OO

iso

��

C
∗

pr
// C

∗/Z C
∗/ < q >



VECTOR BUNDLES AND FACTORS OF AUTOMORPHY 77

is commutative, we conclude that the complex structure on C
∗/ < q > in-

herited from C/Γ by the isomorphism iso coincides with the natural com-
plex structure on C

∗/ < q >. Therefore, iso is an isomorphism of com-
plex manifolds. Thus complex tori can be represented as C

∗/ < q >,
where q = e2πiτ , τ ∈ C, Im τ > 0.

So for any complex torus X = C
∗/ < q > we have a natural surjective

holomorphic map

C
∗ → C

∗/ < q >= X, u→ [u].

This map is moreover a covering of X. Consider the group Z. It acts holomor-
phically on X = C

∗:

Z× C
∗ → C

∗, (n, u) 7→ qnu.

Moreover, since pr(qnu) = pr(u), Z is naturally identified with a subgroup in
the group of deck transformations Deck(X/C∗). It is easy to see that Z satisfies
the property (T). We obtain that there is a one-to-one correspondence between
classes of isomorphism of vector bundles over X and classes of equivalence of
factors of automorphy

f : Z× C → GLr(C).

Consider the following action of Γ on C
∗:

Γ× C
∗ → C

∗; (λ, u) 7→ λu =: e2πiλu

Let A : Γ× C
∗ → GLr(C) be a holomorphic function satisfying

A(λ+ λ′, u) = A(λ, λ′u)A(λ′, u) (∗)

for all λ, λ′ ∈ Γ. We call such functions C
∗-factors of automorphy. Consider

the map

idΓ ×exp : Γ× C → Γ× C
∗, (λ, x) → (λ, e2πix)

Then the function

fA = A ◦ (idΓ ×exp) : Γ× C → GLr(C)

is an r-dimensional factor of automorphy, because

fA(λ+ λ′, x) = A(λ+ λ′, e2πix) = A(λ, e2πiλ
′

e2πix)A(λ′, e2πix)

= A(λ, e2πi(λ
′+x))A(λ′, e2πix)

= fA(λ, λ
′ + x)fA(λ

′, x).

So, factors of automorphy on C
∗ define factors of automorphy on C.
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We restrict ourselves to factors of automorphy f : Γ × C → GLr(C) with
the property

f(mτ + n, x) = f(mτ, x), m, n ∈ Z. (2)

It follows from this property that f(n, x) = f(0, x) = idCr . Therefore,

f(λ+ k, x) = f(λ, k + x)f(k, x) = f(λ, k + x) for all λ ∈ Γ, k ∈ Z

and it is possible to define the function

Af : Γ× C
∗ → GLr(C), (λ, e2πix) 7→ f(λ, x),

which is well-defined because from e2πix1 = e2πix2 follows x1 = x2+k for some
k ∈ Z and f(λ, x1) = f(λ, x2 + k) = f(λ, x2).

Consider A with the property A(mτ + n, u) = A(mτ, u) =: A(m,u). Then
clearly fA(mτ + n, u) = fA(mτ, u). So for any C

∗-factor of automorphy A :
Γ×C

∗ → GLr(C) with the property A(mτ +n, u) = A(mτ, u) one obtains the
factor of automorphy fA satisfying (2). We proved the following

Theorem 4.7. Factors of automorphy f : Γ × C → GLr(C) with the prop-
erty (2) are in a one-to-one correspondence with C

∗-factors of automorphy
with property A(mτ + n, u) = A(mτ, u).

Now we want to translate the conditions for factors of automorphy with the
property (2) to be equivalent in the language of C∗-factors of automorphy with
the same property.

Theorem 4.8. Let f , f ′ be r-factors of automorphy with the property (2). Then
f ∼ f ′ if and only if there exists a holomorphic function B : C∗ → GLr(C)
such that

Af (m,u)B(u) = B(qmu)Af ′(m,u))

for q := e2πiτ , where A(m,u) := A(mτ, u). In this case we also say Af is
equivalent to Af ′ and write Af ∼ Af ′ .

Proof. Let f ∼ f ′. By definition it means that there exists a holomorphic
function h : C → GLr(C) such that f(λ, x)h(x) = h(λx)f ′(λ, x). Therefore,
from f(n, x)h(x) = h(n + x)f ′(n, x) and f(n, x) = f ′(n, x) = idCr it follows
h(x) = h(n+ x) for all n ∈ Z. Therefore, the function

B : C∗ → GLr(C), e2πix 7→ h(x)

is well-defined. We have

Af (m, e
2πix)B(e2πix) =f(mτ, x)h(x) = h(mτ + x)f ′(mτ, x) =

B(e2πi(mτ+x))f ′(m, e2πix) = B(qme2πix)Af ′(m, e2πix).
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Vice versa, let B be such that Af (m,u)B(u) = B(qmAf ′(m,u)). Define h =
B ◦ exp. We obtain

f(mτ + n, x)h(x) = Af (mτ + n, e2πix)B(e2πix)

= B(qme2πix)Af ′(mτ + n, e2πix) = B(e2πi(mτ+x))Af ′(mτ + n, e2πix)

= B(e2πi(mτ+n+x))Af ′(mτ + n, e2πix) = h(mτ + n+ x)f ′(mτ + n, x),

which means that f ∼ f ′ and completes the proof.

Remark 4.9. The last two theorems allow us to embed the set Z1(Z, r) of
factors of automorphy Z×X → GLr(C) to the set Z1(Γ, r). The embedding is

Ψ : Z1(Z, r) → Z1(Γ, r), f 7→ g, g(nτ +m,x) := f(n, x).

Two factors of automorphy from Z1(Z, r) are equivalent if and only if their
images under Ψ are equivalent in Z1(Γ, r). That is why it is enough to consider
only factors of automorphy

Γ× C → GLr(C)

satisfying (2).

Corollary 4.10. A factor of automorphy f with property (2) is triv-
ial if and only if Af (m,u) = B(qmu)B(u)−1 for some holomorphic
function B : C∗ → GLr(C).

Theorem 4.11. Let A be a C
∗-factor of automorphy. A(m,u) is uniquely de-

termined by A(u) := A(1, u).

A(m,u) = A(qm−1u) . . . A(qu)A(u), m > 0 (3)

A(−m,u) = A(q−mu)−1 . . . A(q−1u)−1, m > 0. (4)

A(m,u) is equivalent to A′(m,u) if and only if

A(u)B(u) = B(qu)A′(u) (5)

for some holomorphic function B : C∗ → GLr(C). In particular A(m,u) is
trivial iff A(u) = B(qu)B(u)−1.

Proof. Since A(1, u) = A(u) the first formula holds for m = 1. Therefore,

A(m+ 1, u) = A(1, qmu)A(m,u) = A(qm)A(m,u)

and we prove the first formula by induction.
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Now id = A(0, u) = A(m−m,u) = A(m, q−mu)A(−m,u) and hence

A(−m,u) = A(m, q−mu)−1 = (A(qm−1q−mu) . . . A(qq−mu)A(q−mu))−1

= A(−m,u) = A(q−mu)−1 . . . A(q−1u)−1

which proves the second formula.
If A(m,u) ∼ A′(m,u) then clearly (5) holds.
Vice versa, suppose A(u)B(u) = B(qu)A′(u). Then

A(m,u)B(u) = A(qm−1u) . . . A(qu)A(u)B(u)

= A(qm−1u) . . . A(qu)B(qu)A′(u)

= . . .

= B(qmu)A′(qm−1u) . . . A′(qu)A′(u)

= B(qmu)A′(m,u)

for m > 0.
Since A(−m,u) = A(m, q−mu)−1 we have

A(−m,u)B(u) = A(m, q−mu)−1B(u) = (B(u)−1A(m, q−mu))−1

= (B(u)−1A(m, q−mu)B(q−mu)B(q−mu)−1)−1

= (B(u)−1B(qmq−mu)A′(m, q−mu)B(q−mu)−1)−1

= (B(u)−1B(u)A′(m, q−mu)B(q−mu)−1)−1

= B(q−mu)A′(m, q−mu)−1 = B(q−mu)A′(−m,u),

which completes the proof.

Remark 4.12. Theorem 4.11 means that all the information about a vector
bundle of rank r on a complex torus can be encoded by a holomorphic function
C

∗ → GLr(C).

For a holomorphic function A : C∗ → GLr(C), let us denote by E(A) the
corresponding vector bundle on X.

Theorem 4.13. Let A : C∗ → GLn(C), B : C∗ → GLm(C) be two holomorphic
maps. Then E(A)⊗ E(B) ≃ E(A⊗B).

Proof. By theorem 3.5 we have

E(A)⊗ E(B) ≃ E(A(n, u))⊗ E(B(n, u)) ≃ E(A(n, u)⊗B(n, u)).

Since A(1, u)⊗B(1, u) = A(u)⊗B(u), we obtain E(A)⊗E(B) ≃ E(A⊗B).
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5. Classification of Vector Bundles over a Complex Torus

Here we work with factors of automorphy depending only on τ , i.e., with holo-
morphic functions C∗ → GLr(C).

5.1. Vector Bundles of Degree Zero

We return to extensions of the type 0 → I1 → E → I1 → 0, where I1 denotes
the trivial vector bundle of rank 1.

Theorem 4.5 can be rewritten as follows.

Theorem 5.1. A function

A(u) =

(

1 a(u)
0 1

)

defines the trivial bundle if and only if a(u) = b(qu)−b(u) for some holomorphic
function b : C∗ → C.

Corollary 5.2.

A(u) =

(

1 1
0 1

)

defines a non-trivial vector bundle.

Proof. Suppose A defines the trivial bundle. Then 1 = b(qu) − b(u) for some
holomorphic function b : C∗ → C. Considering the Laurent series expansion
∑+∞

−∞
bku

k of b we obtain 1 = b0 − b0 = 0 which shows that our assumption
was false.

Let a : C∗ → C be a holomorphic function such that

A2(u) =

(

1 a(u)
0 1

)

defines non-trivial bundle, i.e., by Theorem 5.1, there is no holomorphic func-
tion b : C∗ → C such that

a(u) = b(qu)− b(u).

Let F2 be the bundle defined by A2. Then by Theorem 3.3 there exists an
exact sequence

0 → I1 → F2 → I1 → 0.

For n > 3 we define An : C∗ → GLn(C),

An =











1 a
. . .

. . .

1 a
1











,
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where empty entries stay for zeros.
Let Fn be the bundle defined by An. By (3.3) one sees that An defines the

extension
0 → I1 → Fn → Fn−1 → 0.

Theorem 5.3. Fn is not the trivial bundle. The extension

0 → I1 → Fn → Fn−1 → 0.

is non-trivial for all n > 2.

Proof. Suppose Fn is trivial. Then An(u)B(u) = B(qu) for some B = (bij)ijn .

In particular it means bni(u) = bni(qu) for i = 1, n. Let bni =
∑+∞

−∞
b
(ni)
k uk be

the expansion of bni in Laurent series. Then bni(u) = bni(qu) implies b
(ni)
k =

qkb
(ni)
k for all k.
Note that |q| < 1 because τ = ξ + iη, η > 0 and

|q| = |e2πiτ | = |e2πi(ξ+iη)| = |e2πiξe−2πη| = e−2πη < 1.

Therefore, b
(ni)
k = 0 for k 6= 0 and we conclude that bni should be constant

functions.
We also have

bn−1i(u) + bnia(n) = bn−1i(qu).

Since at least one of bni is not equal to zero because of invertibility of B,
we obtain

a(u) =
1

bni
(bn−1i(qu)− bn−1i(u))

for some i, which contradicts the choice of a. Therefore, Fn is not trivial.
Assume now, that for some n > 2 the extension

0 → I1 → Fn → Fn−1 → 0

is trivial(for n = 2 it is not trivial since F2 is not a trivial vector bundle).
This means

An ∼

(

1 0
0 An−1

)

,

i.e., there exists a holomorphic function B : C∗ → GLn(C), B = (bij)
n
i,j such

that

An(u)B(u) = B(qu)

(

1 0
0 An−1

)

.

Considering the elements of the first and second columns we obtain for the
first column

bn1(u) = bn1(qu),

bi1(u) + bi+11(u)a(u) = bi1(qu), i < n
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and for the second column

bn2(u) = bn2(qu),

bi2(u) + bi+12(u)a(u) = bi2(qu), i < n.

For the first column as above considering Laurent series we have that bn1 should
be a constant function. If bn1 6= 0 it follows

a(u) =
1

bn1
(bn−11(qu)− bn−11(u)),

which contradicts the choice of a. Therefore, bn1 = 0 and bn−11(qu) = bn−11(u),
in other words bn−11 is a constant function. Proceeding by induction one
obtains that b11 is a constant function and bi1 = 0 for i > 1.

For the second column absolutely analogously we obtain a similar result:
b12 is constant, bi2 = 0 for i > 1. This contradicts the invertibility of B(u) and
proves the statement.

Corollary 5.4. The vector bundle Fn is the only indecomposable vector bundle
of rank n and degree 0 that has non-trivial sections.

Proof. This follows from [1, Theorem 5].

So we have that the vector bundles Fn = E(An) are exactly Fn’s defined
by Atiyah in [1].

Remark 5.5. Note that constant matrices A and B having the same Jordan
normal form are equivalent. This is clear because A = SBS−1 for some con-
stant invertible matrix S, which means that A and B are equivalent.

Consider an upper triangular matrix B = (bij)
n
1 of the following type:

bii = 1, bii+1 6= 0. (6)

It is easy to see that this matrix is equivalent to the upper triangular matrix A,

aii = aii+1 = 1, aij = 0, j 6= i+ 1, j 6= i. (7)

In fact, these matrices have the same characteristic polynomial (t−1)n and the
dimension of the eigenspace corresponding to the eigenvalue 1 is equal to 1 for
both matrices. Therefore, A and B have the same Jordan form. By Remark
above we obtain that A and B are equivalent. We proved the following:

Lemma 5.6. A matrix satisfying (6) is equivalent to the matrix defined by (7).
Moreover, two matrices of the type (6) are equivalent, i.e., they define two
isomorphic vector bundles.
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Theorem 5.7. Fn ≃ Sn−1(F2).

Proof. We know that F2 is defined by the constant matrix

A2 =

(

1 1
0 1

)

.

We know by Theorem 3.4 that Sn(F2) is defined by Sn(A2). We calculate
Sn(f2) for n ∈ N0. Since f2 is a constant matrix, Sn(f2) is also a constant
matrix defining a map Sn(C2) → Sn(C2). Let e1, e2 be the standard basis of
C

2, then Sn(C) has a basis

{ek1e
n−k
2 | k = n, n− 1, . . . , 0}.

Since A2(e1) = e1 and A2(e2) = e1+e2, we conclude that e
k
1e

n−k
2 is mapped to

A2(e1)
kA2(e1)

n−k = ek1(e1 + e2)
n−k

= ek1

n−k
∑

i=0

(

n− k

i

)

en−k−i
1 ei2 =

n−k
∑

i=0

(

n− k

i

)

en−i
1 ei2.

Therefore,

Sn(A2) =























1 1 1 . . .
(

n
0

)

1 2 . . .
(

n
1

)

1 . . .
(

n
2

)

. . .
...
(

n
n

)























,

where empty entries stay for zero. In other words, the columns of Sn(A2) are
columns of binomial coefficients. By Lemma 5.6 we conclude that Sn(A2) is
equivalent to An+1. This proves the statement of the theorem.

Let E be a 2-dimensional vector bundle over a topological space X. Then
there exists an isomorphism

Sp(E)⊗ Sq(E) ≃ Sp+q(E)⊕ (detE ⊗ Sp−1(E)⊗ Sq−1(E)).

This is the Clebsch-Gordan formula. If detE is the trivial line bundle, then
we have Sp(E) ⊗ Sq(E) ≃ Sp+q(E) ⊕ Sp−1(E) ⊗ Sq−1(E), and by iterating
one gets

Sp(E)⊗ Sq(E) ≃ Sp+q(E)⊕ Sp+q−2(E)⊕ · · · ⊕ Sp−q(E), p > q. (8)

Theorem 5.8. Fp ⊗ Fq ≃ Fp+q−1 ⊕ Fp+q−3 ⊕ · · · ⊕ Fp−q+1 for p > q.
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Proof. Using Theorem 5.7 and (8) we obtain

Fp ⊗ Fq ≃ Sp−1(F2)⊗ Sq−1(F2)

≃ Sp+q−2(F2)⊕ Sp+q−4(F2)⊕ · · · ⊕ Sp−q(F2)

≃ Fp+q−1 ⊕ Fp+q−3 ⊕ · · · ⊕ Fp−q+1.

This completes the proof.

Remark 5.9. The possibility of proving the last theorem using Theorem 5.7 is
exactly what Atiyah states in remark 1) after Theorem 9 (see [1, p. 439]).

We have already given (Corollary 5.4) a description of vector bundles of
degree zero with non-trivial sections. We give now a description of all vector
bundles of degree zero.

Consider the function ϕ0(z) = exp(−πiτ−2πiz) = q−1/2u−1 = ϕ(u), where
u = e2πiz. It defines the factor of automorphy

e0(pτ + q, z) = exp(−πip2τ − 2πizp) = q−
p2

2 u−p

corresponding to the theta-characteristic ξ = 0.

Theorem 5.10. degE(ϕ0) = 1, where as above ϕ0(z) = exp(−πiτ − 2πiz) =
q−1/2u−1 = ϕ(u).

Proof. Follows from Theorem 4.3 for ξ = 0.

Theorem 5.11. Let L′ ∈ E(1, d). Then there exists x ∈ X such that L′ ≃
t∗xE(ϕ0)⊗ E(ϕ0)

d−1.

Proof. Since E(ϕ0)
d has degree d, we obtain that there exists L̃ ∈ E(1, 0) such

that L′ ≃ E(ϕ0)
d⊗ L̃. We also know that L̃ ≃ t∗xE(ϕ0)⊗E(ϕ0)

−1 (cf. proof of
Theorem 4.3 and Theorem 4.4) for some x ∈ X. Combining these one obtains

L′ ≃ E(ϕ0)
d ⊗ t∗xE(ϕ0)⊗ E(ϕ0)

−1 ≃ t∗xE(ϕ0)⊗ E(ϕ0)
d−1.

This proves the required statement.

Theorem 5.12. The map

C
∗/ < q >→ Pic0(X), ā 7→ E(a).

is well-defined and is an isomorphism of groups.
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Proof. Let ϕ0(z) = exp(−πiτ − 2πiz) as above. For x ∈ X consider t∗xE(ϕ0),
where the map

tx : X → X, y 7→ y + x

is the translation by x. Let ξ ∈ C be a representative of x. Clearly, t∗xE(ϕ0) is
defined by

ϕ0ξ(z) = tξϕ0(z) = ϕ0(z + ξ) = exp(−πiτ−2πiz−2πiξ) = ϕ0(z)exp(−2πiξ).

(Note that if η is another representative of x, then ϕ0ξ and ϕ0η are equivalent.)
Therefore, the bundle t∗xE(ϕ0)⊗ E(ϕ0)

−1 is defined by

(ϕ0ξϕ0
−1)(z) = ϕ0(z)exp(−2πiξ)ϕ0

−1(z) = exp(−2πiξ).

Since for any L ∈ E(1, 0) there exists x ∈ X such that L ≃ t∗xE(ϕ0)⊗E(ϕ0)
−1,

we obtain L ≃ E(a) for a = exp(−2πiξ) ∈ C
∗, where ξ ∈ C is a representative

of x. We proved that any line bundle of degree zero is defined by a constant
function a ∈ C

∗.
Vice versa, let L = E(a) for a ∈ C

∗. Clearly, there exists ξ ∈ C such that
a = exp(−2πiξ). Therefore,

L ≃ E(a) ≃ L(ϕ0ξϕ0
−1) ≃ t∗xE(ϕ0)⊗ E(ϕ0)

−1,

where x is the class of ξ in X, which implies that E(a) has degree zero. So
we obtained that the line bundles of degree zero are exactly the line bundles
defined by constant functions.

We have the map

φ : C∗ → Pic0(X), a 7→ E(a),

which is surjective. By Theorem 4.13 it is moreover a homomorphism of groups.
We are looking now for the kernel of this map.

Suppose E(a) is a trivial bundle. Then there exists a holomorphic function
f : C∗ → C

∗ such that f(qu) = af(u). Let f =
∑

fνa
ν be the Laurent series

expansion of f . Then from f(qu) = af(u) one obtains

afν = fνq
ν for all ν ∈ Z.

Therefore, fν(a− qν) = 0 for all ν ∈ Z.
Since f 6≡ 0, we obtain that there exists ν ∈ Z with fν 6= 0. Hence a = qν

for some ν ∈ Z.
Vice versa, if a = qν , for f(u) = uν we get

f(qu) = qνuν = af(u).
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This means that E(a) is the trivial bundle, which proves Kerφ =< q >. We
obtain the required isomorphism

C
∗/ < q >→ Pic0(X), ā 7→ E(a).

This completes the proof.

Theorem 5.13. For any F ∈ E(r, 0) there exists a unique ā ∈ C
∗/ < q > such

that F ≃ E(Ar(a)), where

Ar(a) =











a 1
. . .

. . .

a 1
a











.

Proof. By [1, Theorem 5] F ≃ Fr ⊗ L for a unique L ∈ E(1, 0). Since Fr ≃
E(Ar) and L ≃ E(a) for a unique ā ∈ C

∗/ < q > we get F ≃ E(Ar ⊗ a). So F
is defined by the matrix











a a
. . .

. . .

a a
a











,

where empty entries stay for zeros. It is easy to see that the Jordan normal
form of this matrix is











a 1
. . .

. . .

a 1
a











.

This proves the statement of the theorem.

5.2. Vector Bundles of Arbitrary Degree

Denote by Eτ = C/Γτ , where Γτ = Zτ + Z. Consider the r-covering

πr : Erτ → Eτ , [x] 7→ [x].

Theorem 5.14. Let F be a vector bundle of rank n on Eτ defined by A(u) =
A(1, u) = A(τ, u). Then π∗

r (F ) is defined by

Ã(rτ, u) = Ã(u) = Ã(1, u) := A(rτ, u) = A(qr−1u) . . . A(qu)A(u).
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Proof. Consider the following commutative diagram.

C

prτ

}}||
||

||
|| pτ

  
AA

AA
AA

AA

Erτ
πr

// Eτ

Consider the map

E(Ã) → π∗
r (E(A)) = Erτ ×Eτ

E(A) = {([z]rτ , [z, v]τ ) ∈ Erτ × E(A)},

[z, v]rτ 7→ ([z]rτ , [z, v]τ ).

It is clearly bijective. It remains to prove that it is biholomorphic. From the
construction of E(A) and E(Ã) it follows that the diagram

π∗
r (E(A)) E(A)

Erτ Eτ

E(Ã)

//

//
�� ��

��
??

??

locally looks as

∆(U × U)× C
n U × C

n

U U

U × C
n

//

�� ��

��
??

??

, ((z, z), v) (z, v),

z z

(z, v)

� //

_

��

_

��

�

��
??

??

where ∆(U × U) denotes the diagonal of U × U .
This proves the required statement.

Theorem 5.15. Let F be a vector bundle of rank n on Erτ defined by Ã(u) =
Ã(rτ, u). Then πr∗(F ) is defined by

A(u) =

(

0 I(r−1)n

Ã(u) 0

)

.

Proof. Consider the following commutative diagram.

C

prτ

}}||
||

||
|| pτ

  
AA

AA
AA

AA

Erτ
πr

// Eτ
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Let z ∈ C. Consider y = prτ (z) ∈ Erτ and x = pτ (z) = πrprτ (z) ∈ Eτ .
Choose a point b ∈ C such that z ∈ Vb, where Vb is the standard paral-

lelogram at point b. Clearly x ∈ Ub = pr(Vb) and we have the isomorphism
ϕb : Ub → Vb with ϕb(x) = z.

Consider π−1
r (Ub) = Wb

⊔

· · ·
⊔

Wb+(r−1)τ , where y ∈ Wb and πr|Wb+iτ
:

Wb+iτ → Ub is an isomorphism for each 0 6 i < r.
We have

πr∗(E(Ã))(Ub) = E(Ã)(π−1
r (Ub)) = E(Ã)

(

Wb

⊔

· · ·
⊔

Wb+(r−1)τ

)

= E(Ã)(Wb)⊕ · · · ⊕ E(Ã)(Wb+(r−1)τ ),

where E(Ã) is the sheaf of sections of E(Ã).
Choose a ∈ C such that z 6∈ Va, z ∈ Va+τ . We have ϕa(x) = z + τ . As

above, π−1
r (Ua) =Wa

⊔

· · ·
⊔

Wa+(r−1)τ and

πr∗(E(Ã))(Ua) =;E(Ã)(π−1
r (Ua)) = E(Ã)

(

Wa

⊔

· · ·
⊔

Wa+(r−1)τ

)

= E(Ã)(Wa)⊕ · · · ⊕ E(Ã)(Wa+(r−1)τ ).

Since gab(x) = A(ϕa(x)− ϕb(x), ϕb(x)), we obtain

gab(x) = A(ϕa(x)− ϕb(x), ϕb(x)) = A(z + τ − z, z) = A(τ, z).

Therefore, to obtain A(τ, z) it is enough to compute gab(x).
Note that πr∗(E(Ã))x = E(Ã)y ⊕ · · · ⊕ E(Ã)y+(r−1)τ . Note also that gab is

a map from

πr∗(E(Ã))(Ub) = E(Ã)(Wb)⊕ · · · ⊕ E(Ã)(Wb+(r−1)τ )

to
πr∗(E(Ã))(Ua) = E(Ã)(Wa)⊕ · · · ⊕ E(Ã)(Wa+(r−1)τ ).

One easily sees that y ∈ Wb, y ∈ Wa+(r−1)τ and y + iτ ∈ Wb+iτ , y + iτ ∈
Wa+(i−1)τ for 0 < i < r. Therefore, gab(x) equals











0 g̃a b+τ (y + τ)
...

. . .

0 g̃a+(r−2)τ b+(r−a)τ (y + (r − 1)τ)
g̃a+(r−1)τ b(y) 0 . . . 0











.

It remains to compute the entries of this matrix. Since

g̃a+(r−1)τ b(y) = Ã(ϕ̃a+(r−1)τ (y)− ϕ̃b(y), ϕ̃b(y))

= Ã(z + rτ − z, z) = Ã(rτ, z)
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and

g̃a+(i−1)τ b+iτ (y + iτ) = Ã(ϕ̃a+(i−1)τ (y + iτ)− ϕ̃b+iτ (y + iτ), ϕ̃b+iτ (y + iτ))

= Ã(z + iτ − (z + iτ) = Ã(0, z + iτ) = In,

one obtains

gab(x) =











0 In
...

. . .

0 In
Ã(z) 0 . . . 0











.

Therefore,

A(z) =











0 In
...

. . .

0 In
Ã(z) 0 . . . 0











=

(

0 I(r−1)n

Ã(u) 0

)

,

which proves the required statement.

Lemma 5.16. Let Ai ∈ GLn(R), i = 1, . . . , n. Then

r
∏

i=1

(

0 I(r−1)n

Ai 0

)

= diag(Ar, . . . , A1)

Proof. Straightforward calculation.

From Theorem 5.14 and Theorem 5.15 one obtains the following:

Corollary 5.17. Let E(A) be a vector bundle of rank n on Erτ , where A :
C

∗ → GLn(CV ) is a holomorphic function. Then π∗
rπr∗E(A) is defined by

diag(A(qr−1u), . . . , A(qu), A(u)).

In other words π∗
rπr∗E(A) is isomorphic to the direct sum

r−1
⊕

i=0

E(A(qiu)).

Proof. We know that π∗
rπr∗E(A) is defined by B(r, u), where

B(1, u) =

(

0 I(r−1)n

A 0

)

.
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Therefore, using Lemma 5.16, one obtains

B(r, u) =

(

0 I(r−1)n

A(qr−1u) 0

)

. . .

(

0 I(r−1)n

A(qu) 0

)(

0 I(r−1)n

A(u) 0

)

= diag(A(qr−1u), . . . , A(qu), A(u)),

which completes the proof.

Corollary 5.18. Let L ∈ E(r, 0), then π∗
rπr∗L =

⊕r
1 L.

Proof. Clear, since L = E(A) for a constant matrix A by Theorem 5.13.

Note that for a covering πr : Erτ → Eτ the group of deck transformations
Deck(Erτ/Eτ ) can be identified with the kernel Ker(πr). But Kerπr is cyclic
and equals {1, [q], . . . [q]r−1}, where [q] is a class of q = e2πiτ in Erτ . Clearly

[q]∗(E(A(u))) = E(A(qu)).

Therefore, we get one more corollary.

Corollary 5.19. Let ǫ be a generator of Deck(Erτ/Eτ ). Then for a vector
bundle E on Erτ we have

π∗
rπr∗E = E ⊕ ǫ∗E ⊕ · · · ⊕ (ǫr−1)∗E.

To proceed we need the following result.

Theorem 5.20 (Oda, [11, Theorem 1.2, (i)]). Let ϕ : Y → X be an isogeny of
g-dimensional abelian varieties over a field k, and let L be a line bundle on Y
such that the restriction of the map

Λ(L) : Y → Pic0(Y ), y 7→ t∗yL⊗ L−1,

to the kernel of ϕ is an isomorphism. Then End(ϕ∗L) = k and ϕ∗L is an
indecomposable vector bundle on X.

Theorem 5.21. Let L ∈ E(1, d) and let (r, d) = 1. Then πr∗(L) ∈ E(r, d).

Proof. It is clear that πr∗L has rank r and degree d. It remains to prove that
πr∗L is indecomposable.

We have the isogeny πr : Erτ → Er. Since Y = Erτ is a complex torus
(elliptic curve), Y ≃ Pic0(Y ) with the identification y ↔ t∗yE(ϕ0) ⊗ E(ϕ0)

−1.
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We know that L = E(ϕ0)
d ⊗ L̃ for some L̃ = E(a) ∈ E(1, 0), a ∈ C

∗. Since
t∗y(L̃) = t∗y(E(a)) = E(a) = L̃, as in the proof of Theorem 5.12 one gets

Λ(L)(y) = t∗y(L)⊗ L−1 = t∗y(E(ϕ0)
d ⊗ L̃)⊗ (E(ϕ0)

d ⊗ L̃)−1

= t∗y(E(ϕ0)
d)⊗ t∗y(L̃)⊗ E(ϕ0)

−d ⊗ L̃−1 = t∗y(E(ϕ0)
d)⊗ E(ϕ0)

−d

= t∗y(E(ϕd
0)(z))⊗ E(ϕ−d

0 ) = E(ϕd
0(z + η))⊗ E(ϕ−d

0 )

= E(ϕd
0(z + η)ϕ−d

0 (z)) = E(exp(−2πidη)) = t∗dy(E(ϕ0))⊗ E(ϕ0)
−1,

where η ∈ C is a representative of y. This means that the map Λ(L) corresponds
to the map

dY : Erτ → Erτ , y 7→ dy.

Since Kerπr is isomorphic to Z/rZ, we conclude that the restriction of dY to
Kerπr is an isomorphism if and only if (r, d) = 1. Therefore, using Theo-
rem 5.20, we obtain the required statement.

Now we are able to prove the following main theorem:

Theorem 5.22.

(i) Every indecomposable vector bundle F ∈ EEτ
(r, d) is of the form πr′∗(L

′⊗
Fh), where (r, d) = h, r = r′h, d = d′h, L′ ∈ EEr′τ

(1, d′).

(ii) Every vector bundle of the form πr′∗(L
′ ⊗ Fh), where L′ and r′ are as

above, is an element of EEτ
(r, d).

Proof 1.

(i) By [1, Lemma 26] we obtain F ≃ EA(r, d) ⊗ L for some line bundle
L ∈ E(1, 0). By [1, Lemma 24] we have EA(r, d) ≃ EA(r

′, d′)⊗Fh, hence
F ≃ EA(r

′, d′)⊗ Fh ⊗ L.

Consider any line bundle L̃ ∈ EEr′τ
(1, d′). Since by Theorem 5.21

πr′∗(L̃) ∈ E(r′, d′), it follows from [1, Lemma 26] that there exists a
line bundle L′′ such that EA(r

′, d′)⊗ L ≃ πr′∗(L̃)⊗ L′′.

Using the projection formula, we get

F ≃ πr′∗(L̃)⊗ L′′ ⊗ Fh

≃ πr′∗(L̃⊗ π∗
r′(L

′′)⊗ π∗
r′(Fh))

≃ πr′∗(L
′ ⊗ π∗

r′(Fh))

for L′ = L̃⊗ π∗
r′(L

′′).

Since Fh is defined by a constant matrix we obtain by Theorem 5.14 that
π∗
r′(Fh) is defined by fr

′

h , which is has the same Jordan normal form as
fh. Therefore, π

∗
r′(Fh) ≃ Fh and finally one gets F ≃ πr′∗(L

′ ⊗ Fh).
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(ii) Consider F = πr′∗(L
′⊗Fh). As above Fh = π∗

r′(Fh). Using the projection
formula we get

F = πr′∗(L
′ ⊗ Fh) = πr′∗(L

′ ⊗ π∗
r′(Fh)) = πr′∗(L

′)⊗ Fh.

By Theorem 5.21 πr′∗(L
′) is an element from EEτ

(r′, d′). Therefore,
πr′∗(L

′) = EA(r
′, d′) ⊗ L for some line bundle L ∈ EEτ

(1, 0). Finally
we obtain

F = πr′∗(L
′)⊗ Fh

= EA(r
′, d′)⊗ L⊗ Fh

= EA(r
′h, d′h)⊗ L

= EA(r, d)⊗ L,

which means that F is an element of EEτ
(r, d).

Remark 5.23. Since any line bundle of degree d′ is of the form t∗xE(ϕ0) ⊗
E(ϕ0)

d′
−1, Theorem 5.22(i) takes exactly the form of Proposition 1 from [12],

which was given without any proof.

Any line bundle of degree d′ over Erτ is of the form E(a)⊗ E(ϕd′

), where
a ∈ C

∗. Therefore, L′ ⊗ Fh = E(a) ⊗ E(ϕd′

0 ) ⊗ E(Ah) = E(ϕd′

0 Ah(a)). Using
Theorem 5.15 we obtain the following:

Theorem 5.24. Indecomposable vector bundles of rank r and degree d on Eτ

are exactly those defined by the matrices

(

0 I(r′−1)h

ϕd′

0 Ah(a) 0

)

,

where (r, d) = h, r′ = r/h, d′ = d/h, ϕ0(u) = q−
r
2 u−1, q = e2πiτ , a ∈ C

∗, and

Ah(a) =











a 1
. . .

. . .

a 1
a











∈ GLh(C).

Note that if d = 0, we get h = r, r′ = 1, and d′ = 0. In this case the
statement of Theorem 5.24 is exactly Theorem 5.13.
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Basel (1984).

[10] D. Mumford, M. Nori and P. Norman, Tata lectures on theta. III, Progress
in Mathematics volume 97, Birkhäuser, Basel (1991).
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Abstract. In this paper we present a sampling algorithm for con-
strained strings representing the state of parameters of a universal
grammar. This sampling algorithm has been used to assess statistical
significance of the parametric comparison method, a new syntax-based
approach to reconstruct linguistic phylogeny.
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1. Introduction

Historical linguistics is a discipline studying the evolution of languages in the
past, with the ultimate aim of gaining a better understanding of past events
of human history. A major technique is the construction of phylogenies of
current (and extinct) languages. The main methodologies for this task are
based on the so called classical comparative method [8], exploiting lexical and
phonetic relationships to prove language relatedness and to construct language
distances (a step required for algorithmic phylogenetic tree reconstruction [4]).
Unfortunately, the evolutionary speed of these kinds of data makes them useless
to recover relationships more distant in time than 10,000 years.

A recent approach to circumvent these limitations is the Parametric Com-
parison Method (PCM) [5, 6], using syntactic digital data obtained from pa-
rameters of the Universal Grammar (UG) [3]. Universal Grammar is a recent
theory trying to explain language diversity and acquisition in terms of a finite
number of (binary) switches encoded in the brain that are fixed during lan-
guage learning and precisely define the syntax of a language. As parameters
are supposed to evolve at a much slower rate than lexicon, PCM compares
(some) parametric values of languages and extracts phylogenetic information
from them. The digital nature of such data parallels the use of DNA informa-
tion to reconstruct phylogeny of biological species. Unlike with DNA, however,
parameters of the UG are interrelated by a complex network of logical depen-
dencies, a fact making statistical analysis of data much more complicated.



96 L. BORTOLUSSI AND A. SGARRO

In this paper we tackle the problem of sampling uniformly from the set of
strings corresponding to admissible values of parameters of a UG, a necessary
step in order to perform statistical analysis.

In our setting, there is a fixed number n of boolean parameters of the univer-
sal grammar, which are related among them according to logical dependencies.
This means that not all possible assignments of boolean values to parameters
are admissible. Furthermore, certain parameters may not have a defined value
under certain circumstances (i.e. depending on the state of related parameters),
hence they may have three values: +, -, and 0 (undefined).

The relationships between parameters are given in terms of propositional
formulae, where atoms predicate the value of a single parameter. These formu-
lae can be essentially seen as constraints on the space An of strings of length
n on the ternary alphabet A = {+,−, 0}, so that the space of admissible lan-
guages L is a proper subset of An. Hence, the problem we are facing is sampling
uniformly from L.

One simple solution is to use a rejection sampling technique: we generate an
element of An uniformly (which can be done easily by sampling each position
in the string independently) and then we check whether or not it satisfies the
constraints. Unfortunately, this approach is unfeasible, because L is very small
with respect to An, hence this method is much too costly. The solution we
propose here is to use a modification of this basic rejection sampling technique:
we sample from a subspace L0 such that L ⊂ L0 ⊂ An, and such that the
relative dimension of L in L0 is reasonably large. The main difficulty is to find
such a space L0 together with an efficient algorithm to sample uniformly from it.

Our main strategy is to investigate the structure of the constraints on the
languages. If these constraints are simple enough, we can build a data structure
enabling fast sampling. If all constraints were of this kind, we would have an
efficient sampler. However, just a small fraction of constraints is simple enough.
In order to make the method feasible, we preprocess the space of parameters by
merging some of them in order to simplify the structure of the constraints. This
approach is fit to deal with the number of parameters typical of the linguistical
applications we have to face.

In the rest of the paper, we first present formally the data we have to work
with, namely parameters and rules (Section 2). Subsequently, we recall the
basics of rejection sampling (Section 3), and then we present our fast sam-
pling based on a data structure managing simple constraints, called sampling
structure (Section 4). This part is the core of the paper: we define formally
the data structure used for the sampling, proving the correctness of our algo-
rithm. In Section 5, we deal with the problem of merging parameters together
so as to simplify the structure of rules. Finally, in Section 6, we discuss the
performances of the algorithm on real data and draw some conclusions.
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2. Parameters and Rules

As customary in science, we work with a model of a certain aspect of real-
ity. Our interest is in the historical evolution of languages, and we focus on a
particular description of languages based on the universal grammar [3, 6]. Es-
sentially, each language is characterized by a set of boolean parameters, which
fix a certain feature of the syntax of the language, mimicking the way language
grammar is learnt and “stored” by human brain. Abstracting from the precise
meaning of parameters, each language is represented by a tuple of values for
the parameters considered.

However, parameters are not independent of one another, but rather they
are connected by an intricate network of logical relationships. More precisely,
it is meaningful to consider a parameter only if certain other parameters have
specific values. For instance, a parameter P2 may be considered only if the
parameter P1 has value + (i.e. the characteristic it encodes is present). These
relationships build up a causal structure on parameters, which is free of logical
vicious circles, meaning that parameters can be ordered so that the meaning-
fulness of parameter Pj depends only on parameters Pi, for i < j. Rules for
parameters are usually expressed by propositional formulae, specifying which
values of parameters are required in order for parameter Pj to be meaningful.
For instance, the formula for parameter P3 may be φ3 = (x1 = +) ∧ (x2 = −).

We introduce now some notational conventions that will be used throughout
the paper. We assume we have n parameters, indicated by P1, . . . , Pn. Each
parameter Pi can take values in a finite domain Di. Usually, Di = {+,−}, so
that Pi is binary. However, for reasons that will be made clear in Section 5, we
prefer to work in a more general setting, without restricting the cardinality of
Di (essentially, we want to deal with macro-parameters, constructed by merging
together several “basic” parameters, thus having more than 2 possible states).
In addition, each parameter can take a special value, 0, which indicates that it
is not meaningful in the current context (i.e., given the value of the parameters
it depends on).

Hence, the proper domain for parameter Pi is D̃i = Di ∪{0}, and the space
of tuples we need to consider is D =

∏n

i=1 D̃i.

Only the elements of D that satisfy a given set of constraints, expressed in
terms of rules, are admissible. A rule is a pair (Pj , φj), where Pj is a parameter
and φj is a propositional formula. The atoms are equalities of the form xi = ai,
where xi is a variable referring to the parameter Pi and ai ∈ Di is a possible
value of Pi. We require that all the variables appearing in the formula φj are
among x1, . . . , xj−1. We consider a set of rules R, containing one rule for each
parameter Pj (note that a formula φ can be a tautology). We say that a tuple
a ∈ D satisfies a rule (Pj , φj) in R if and only if the formula φj [a] is true. A
tuple a ∈ D is admissible if and only if it satisfies all the rules of the set R.
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3. Rejection Sampling

Rejection sampling is a standard sampling technique [2, 7] to sample indirectly
from a target probability distribution. More precisely, suppose we want to
sample from a distribution q1(x) on spaceX, but we do not know how to sample
from q1. However, we have a sampling algorithm for another distribution q2(x)
on X, and we know that there exists a constant M > 0 such that, for each
x ∈ X, q1(x) ≤ Mq2(x). Rejection sampling consists in sampling from q2

and accepting a sample with probability q1(x)
Mq2(x)

. More precisely, the sampling

algorithm works as follows:

1. sample x from q2;

2. sample u from the uniform distribution in [0, 1];

3. accept x if u <
q1(x)

Mq2(x)
.

In our context, rejection sampling in even simpler. Suppose we want to
sample uniformly from a subset L ⊆ D, but we only have an uniform sampler
for an intermediate space L0, such that L ⊆ L0 ⊆ D. In this setting, an element

x ∈ L0 is sampled with probability 1
|L0|

, and the constant M is M = |L0|
|L| .

This implies that the acceptance rule simplifies to: accept x if and only if it
belongs to L.

The problem with rejection sampling lies in the constant M . In fact, M
can be seen as the average number of trials one has to do in order to generate
an element of L. Hence, if M is very large, the rejection sampling becomes
highly inefficient.

In our application context, if we choose L0 = D = An, from which uniform
sampling is very easy to implement (just select a value for each parameter
uniformly and independently), we obtain a constant which is incredibly large
(of the order of 1018 in the case of [6], see also Section 6). Hence, the only
way of using rejection sampling in our context is to identify a much smaller
super-space of L. We tackled the problem in the following way:

• we identified a simple form for rules that allows fast uniform sampling,
using a dedicated data structure;

• we separated actual rules into two subsets, those that allow fast sampling
and the others;

• we sample parameters governed by simple rules using the dedicated sam-
pling and we sample the other parameters uniformly, then accept if all
rules are satisfied (i.e. if the language so generated is in L).
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In this way, we are sampling from an intermediate space L0, as we never gen-
erate sequences of parameters that violate a simple rule.

Unfortunately, also this approach is limited, because the set of bad rules is
too large (resulting in a large constantM). In order to reduce its size (hence the
constant M), in Section 5 we merge some parameters into macro-parameters.
In this way, we remove some rules (as they are taken into account in defining
the allowed values of the macro-parameter) and we simplify other rules, making
them simple enough to be dealt with by means of the fast sampler.

4. Sampling Structures

Sampling directly admissible languages according to a uniform probability dis-
tribution is complicated because of the complexity of the rules. However, a
direct sampling algorithm may be feasible if we impose sufficient restrictions
on the rules. In particular, we will consider restrictions allowing the construc-
tion of a collection of decision trees to uniformly sample the value of parameters
in linear time with respect to n.

In order to construct our decision trees, the meaningfulness of a parameter
Pj should depend only on another single parameter Pi, i < j. This surely holds
if the formula for Pj contains a single atom, namely it is of the form xi = ai
(simple rules). This also holds for formulae that are disjunctions of atoms,
such that only one atom can be true at a given time (exclusive OR rules), due
to constraints imposed by rules on the parameters involved in the disjunction.
In this latter case, we just need to consider one parameter, the one whose atom
is true. Hence, in the following we assume that the set of rules R contains only
tautologies, simple rules and exclusive OR rules;1 in subsection 4.2 we show
how to check whether an OR rule is indeed exclusive. A set R of this kind will
be dubbed simple. Under this restriction, we will show how to build a set of
trees (a forest) and how to use it for sampling uniformly. We will refer to this
forest as the sampling structure associated with R.

4.1. Definition of the Sampling Structure

The sampling structure associated with a simple set of rules R contains two
kinds of nodes: parameter nodes, or p-nodes, and value nodes, or v-nodes. The
former represent parameters, while the latter encode the different values that a
parameter can take. These nodes will be annotated: p-nodes store the index of
the parameter they are associated with, while v-nodes store both the index of
the parameter and the value of the element they refer to. Edges in this graph
represent two different things: edges from p-nodes to v-nodes simply connect
each p-node with all the possible values its parameter can take, while edges from

1Note that simple rules are special cases of exclusive OR rules, with just 1 disjunct.
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v-nodes to p-nodes encode the dependencies between parameters through rules.
Essentially, there will be an edge from a v-node for parameter Pi and value ai
to a p-node for parameter Pj if and only if xi = ai is a disjunct in the rule for
Pj . Furthermore, we will require that this forest contains the information of all
the rules in R. We now provide a formal definition of the sampling structure
(a forest, actually) associated with a given simple set of rules R.

Definition 4.1. A sampling structure for a simple set of rules R is a tuple
T = (P, V,E, ι, λ), where:

• P is the set of p-nodes;

• V is the set of v-nodes;

• E ⊂ (P × V ) ∪ (V × P ) is the set of edges;

• ι : P ∪ V → {1, . . . , n} associates with each node the index of the param-
eter it refers to;

• λ : V →
⋃n

i=1Di associates with each v-node v a value λ(v) ∈ Dι(v).

T satisfies the following properties:

1) for all i = 1, . . . , n, there exists p ∈ P such that ι(p) = i (completeness
of p-nodes);

2) (p, v) ∈ E implies that ι(p) = ι(v) (coherence between a p-node and its
children v-node);

3) for each v ∈ V there exists p ∈ P such that (p, v) ∈ E (each v-node has
a p-parent);

4) for each p ∈ P , there exist v1, . . . , vh ∈ V , h = |Dι(p)|, such that (p, vi) ∈
E and λ(vi) 6= λ(vj), for each i 6= j (each p-node has children v-nodes
for all possible values);

5) if (Pj , (xi1
= ai1) ∨ . . . ∨ (xik

= aik)) ∈ R, then for each v ∈ V such that
ι(v) = is and λ(v) = ais , there exists p ∈ P with ι(p) = j and (v, p) ∈ E

(disjuncts imply edges);

6) for each (v, p) ∈ E, x
ι(p) = λ(vι(v)) is a disjunct in the rule for Pι(p)

(edges imply disjuncts).

In graph-theoretic terms, the previous definition corresponds to a forest,
whose roots correspond to independent parameters, i.e. those having a tautol-
ogy assigned by the rules in R. Each parameter can be associated with one or
more p-nodes. Exclusive OR rules with more than one disjunct multiply the
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P1

P1,+ P1,-

P5

P5,+ P5,-

P2

P2,+ P2,-

P4

P4,+ P4,-

P3

P3,+ P3,-

P4

P4,+ P4,-

P6

P6,+ P6,-

Figure 1: An example of a sampling structure for parameters P1, . . . , P6,
all taking values in {+,−}, and subject to rules R = {(P1, true), (P2, x1 =
+), (P3, x2 = +), (P4, (x1 = −) ∨ (x2 = −)), (P5, x1 = +), (P6, true)}.

occurrences of p-nodes for a given parameter: a chain of exclusive OR rules
can provoke an exponential growth of p-nodes (with respect to n). However,
this combinatorial explosion can be readily tamed, see Section 4.5 below.

As an example, consider parameters P1, . . . , P6, all taking values in {+,−},
and subject to the following set of rulesR = {(P1, true), (P2, x1 = +), (P3, x2 =
+), (P4, (x1 = −) ∨ (x2 = −)), (P5, x1 = +), (P6, true)}. Observe that R is
simple because the rule for P4 is a disjunctive OR rule: P2 is defined if and
only if P1 is set to +. The sampling structure associated with this set of rules
and parameters is shown in Figure 1.

4.2. Exclusive OR Rules and Sampling Tree Structure

Before entering into the details of using a sampling structure to sample ad-
missible languages, we describe some structural properties that can be used to
check if the OR rules in the set of rules R are indeed exclusive. We collect
these properties in the following proposition.
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Proposition 4.2. Let T = (P, V,E, ι, λ) be a sampling structure for the set of
simple rules R.

1) For each independent parameter Pj of R, there is a single p-node p ∈ P

such that ι(p) = j, and it is the root of a tree in the forest T .

2) All p-nodes for the same parameter Pj belong to the same tree of the
forest T .

3) Let p1, p2 be two nodes for the same parameter, i.e. ι(p1) = ι(p2), and let
w be the lowest common ancestor of p1 and p2, w = LCA(p1, p2). Then
w ∈ P (i.e. w is a p-node).

Proof.

1) This is straightforward, otherwise the property 6 of Definition 4.1 would
be violated.

2) Suppose not, and let Pj be the first parameter violating the property,
so that there are two nodes p1 and p2 for Pj belonging to different trees
in the forest. The ancestor p-nodes of p1 and p2 are all different (due
to the choice of Pj), hence the parent p-nodes and v-nodes of p1 and p2
correspond to two different disjuncts in the rule for Pj . Disjointness of
ancestor p-nodes implies that there is an admissible tuple that satisfies
both disjuncts, constructed by assigning to the parameter of each p-node
p the value of its children v-nodes v in the path to p1 or p2, i.e. by
assigning to Pι(p) the value λ(v). This contradicts the hypothesis that R
is simple.

3) Suppose not, and let Pj be the first parameter violating the property, so
that there are two nodes p1 and p2 for Pj whose LCA is a v-node v. Due
to the choice of Pj , the p-nodes in the paths from v to p1 and from v

to p2 correspond to disjoint parameters, hence the parent p-nodes and
v-nodes of p1 and p2 correspond to two different disjuncts of the OR rule
for Pj . Reasoning as in the previous point, there is an admissible tuple
that satisfies both disjuncts, a contradiction.

The last proposition gives a way to check if a set of rules containing just
OR rules violates the property of being simple (namely, if all OR rules are
exclusive). In fact, one just has to construct the sampling structure of R and
check if points 2 and 3 of the previous proposition are violated or not. If they
are violated, one can conclude that some OR rules are not exclusive. Actually,
one can also prove the inverse of points 2 and 3: if the sampling structure is
such that all p-nodes for the same parameter are in the same tree and their
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LCA is always a p-node, then the rule set R is simple.2 This provides a
characterization of simple rule sets in terms of their sampling structures.

4.3. Instances and Languages

The key notion to use a sampling structure T to sample admissible languages
is that of an instance of T . Intuitively, an instance is a sub-forest of T that can
be mapped to a single admissible language. It is constructed starting from the
roots and recursively picking only one child for each p-node, and all children
of v-nodes. Choosing a child of a p-node corresponds to fixing the value of a
parameter. Choosing all children of a v-node is necessary because we need to
fix all meaningful parameters, i.e. those whose formulae in R are true.

We first formally define an instance of T , and then prove that instances of
T and admissible languages are in bijection.

Definition 4.3. Let T = (P, V,E, ι, λ) be a sampling structure for the set
of simple rules R. An instance I of T is a subgraph (PI , VI , EI , ι, λ) of T

such that:

1) roots of T are in I;

2) if p ∈ PI then there exists an unique v ∈ V such that v ∈ VI and
(p, v) ∈ EI (an instance contains just one child for each p-node);

3) if v ∈ VI , then for each p ∈ P such that (v, p) ∈ E, it holds that p ∈ PI

and (v, p) ∈ EI (an instance contains all children of v-nodes).

In order to prove that instances and admissible languages are in one to
one correspondence, we will show how we can construct an admissible lan-
guage from an instance and, viceversa, how to construct an instance from an
admissible language.

First, consider an instance I, and define a language a
I according to the

following rule:

aIj =

{

λ(v), if v ∈ VI ∧ ∃p ∈ PI : ι(p) = j ∧ (p, v) ∈ EI

0, otherwise.

In order for aI to be well defined, the number of p-nodes for parameter Pj in
an instance must be at most one. This is guaranteed by the following lemma.

2The proof works as follows. Suppose the OR rule for parameter Pj is not exclusive.
Then there is an admissible language that satisfies two disjuncts of this rule. Use the value
of parameters in this language to choose a child v-node for each p-node in T , like in the
language to instantiate construction of the next section. In this way, we will find two p-
nodes for Pj . But their LCA must be a p-node, hence we should have chosen two different
v-nodes for it, a contradiction.
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Lemma 4.4. Let I be an instance of a sampling structure T = (P, V,E, ι, λ) for
simple rules R. For each parameter Pj, there exists at most one node p ∈ PI

such that ι(p) = j.

Proof. Suppose not, and let Pj be the first parameter having two p-nodes in
I, say p1 and p2. Then, as each p-node in I has just one child and p1 and
p2 belong to the same tree of T , the LCA of p1 and p2 must be a v-node, in
contradiction with point 3 of Proposition 4.2.

We now need to prove that aI satisfies all the rules of R.

Lemma 4.5. The tuple a
I satisfies all the rules in R.

Proof. We prove the lemma by finite induction on the parameter index j.

(j = 1) The constraint formula for P1 is always a tautology, hence there is only
one p-node for it, and all its values are admissible.

(j − 1⇒ j) We first consider the case in which aIj = 0. In this case, the boolean
formula for Pj must be false, otherwise there would be a true disjunct,
say xi = aIi , with i < j, so that there would be a v-node vi in I with
λ(vi) = aIi such that one of its children p-nodes would not belong to I.
Now, suppose aIj 6= 0. Let p be the node for Pj in I, and let v be its parent

v-node. Then, by definition of sampling structure x
ι(v) = λ(v) = aI

ι(v) is
a disjunct in the boolean formula for Pj , which is therefore true.

We now consider an admissible language a and associate to it an instance Ia .
The construction is done recursively in a simple way:

• add to Ia the p-node for P1, its child v-node v with λ(v) = a1 and all
p-nodes children of v;

• if aj 6= 0, consider the only p-node for parameter Pj in the instance Ia
being constructed, and add to Ia its child v-node v with λ(v) = aj and
all p-nodes children of v

• if aj = 0, do nothing;

We observe that step 2 of the previous construction can always be carried out.
In fact, there is always just one p-node for Pj in case aj 6= 0, as there must
be a v-node corresponding to one of the disjuncts in the rule for Pj previously
inserted in Ia (a is admissible) and all its children are also in Ia . Hence, the
following lemma holds.

Lemma 4.6. Ia is an instance of T .
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We have just defined two mappings, one from admissible languages to in-
stances and the other from instances to admissible languages. By construction
of these mappings, it holds that they are one the inverse of the other, namely
I
a
I = I and a

Ia = a. This is sufficient to prove the following theorem.

Theorem 4.7. Let R be a simple set of rules and T be its sampling structure.
Then instances of T and admissible languages of R are in bijection.

This theorem is the key to the sampling algorithm: in order to sample
uniformly admissible languages for a simple rule set, we can sample uniformly
instances from the associated sampling structure.

4.4. Uniform Sampling of Instances

We now turn to detail the sampling mechanism of instances, proving that it
samples instances according to the uniform probability distribution. A key
step towards the sampling algorithm is to count all possible instances of each
tree and subtree of a sampling structure. This is necessary because, in order
to sample uniformly, we need to know how many instances can be generated
choosing one or another child v-node of a p-node. The counting function is
defined inductively on the height of nodes of each tree of the sampling structure,
distinguishing between v-nodes and p-nodes, as instances treat them differently.

Definition 4.8. Let T = (P, V,E, ι, λ) be a sampling structure for simple rules
R. The instance-counting function N : P ∪ V → N is defined recursively
as follows:

1) for each v-node v of height h(v) = 0, N(v) = 1;

2) for each p-node p of height h > 0, with children v1, . . . , vk, N(p) =
N(v1) + . . .+N(vk);

3) for each v-node v of height h > 0, with children p1, . . . , pk, N(v) = N(p1)·
. . . ·N(pk).

The correctness of the previous definition is easily proved by induction
on the height h of a node. Intuitively, at each internal p-node, we add
to an instance just one child, hence we need to add up the number of in-
stances of the children, while for internal v-nodes, we add all children to
each instance, hence we need to consider all possible combinations , hence
take the product. If p1, . . . , pk are the roots of the distinct trees of T , then
the total number of instances (and, accordingly, of admissible languages)
is N(T ) = N(p1) · . . . ·N(pk).

The sampling algorithm needs to pick an instance among the possible ones,
according to the uniform distribution. The idea is to choose an instance, fol-
lowing Definition 4.3, by choosing a v-node for each p-node inserted in the
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instance. More precisely, we say that a p-node is active if it has been inserted
in the instance, but one of its children v-nodes has still to be selected. The
sampling algorithm that constructs I = (P, V,E) is the following:

P ← {roots of T}
A← {roots of T} {A is a set containing active p-nodes}
while A 6= ∅ do
Remove p from A

Choose child vi of p among v1, . . . , vk with probability N(vi)
N(p)

Add vi to V and (p, vi) to E

Add the children nodes p1, . . . , ps of vi to P and to A, and (vi, pi) to E

end while

The previous algorithm samples an instance with uniform probability. The
fact that it generates instances is straightforward (it replicates the recursive
definition of an instance). As for the uniform probability, observe that the
probability π with which a generic instance is generated is the product of the
probabilities of the choices performed in its internal p-nodes. Now, pick a

generic factor of this product π, namely N(v)
N(p) . If v is an internal v-node, then

all its children p1, . . . , ps are inserted in the instance, and they contribute to the

product π with factors N(vi)
N(pi)

. Now, the numerator N(v) = N(p1) · . . . ·N(ps)

cancels out with the terms N(pi) of the denominator. Therefore, the only
factors left at numerator are N(v) for v leaf, hence the numerator equals 1.
Similarly, the only factors that remain at the denominator are the terms N(p),
for each root p of T . It follows that π = 1

N(T ) , showing that instances are

sampled uniformly.

4.5. Compact Sampling Trees

The complexity of the sampling algorithm of the previous section is linear in
the size of T . However, as anticipated at the end of Section 4, the size of T can
grow quicker than linearly with n, due to the fact that exclusive OR rules may
introduce many p-nodes for the same parameter Pj . For instance, consider
a sampling structure for parameters P1, . . . , Pn, with values in {+,−}, and
subject to rules R = {(P1, true), (P2, x1 = +), . . . , (Pi, (xi−1 = +) ∨ (xi−2 =
−)), . . .}. It is easy to see that there are exactly i− 1 p-nodes for parameter Pi

(i > 2), hence the total number of p-nodes is quadratic in n (see Figure 2 left).
This combinatorial growth can be avoided by relaxing the constraint that T

is a collection of trees, and allowing it to be a collection of direct acyclic graphs
(DAGs). The key observation, in fact, is that all subtrees rooted at p-nodes
pi for parameter Pj are isomorphic. Hence, we can merge them into a single
tree, effectively inserting one single p-node for Pj . If we perform this collapsing
from the last parameter backwards, at the end we obtain a collection of DAGs,
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P1

P1,+ P1,-

P2

P2,+ P2,-

P3

P3,+ P3,-

P4

P4,+ P4,-

P4

P4,+ P4,-

P3

P3,+ P3,-

P4

P4,+ P4,-

P1

P1,+ P1,-

P2

P2,+ P2,-

P3

P3,+ P3,-

P4

P4,+ P4,-

Figure 2: An example of a sampling structure (left) and of a compact sam-
pling structure (right) for parameters P1, . . . , P4, all taking values in {+,−},
and subject to rules R = {(P1, true), (P2, x1 = +), (P3, (x1 = +) ∨ (x2 =
−)), (P4, (x2 = +) ∨ (x3 = −))}.

with exactly n distinct p-nodes, one for each parameter. We call this object a
compact sampling structure (see Figure 2 right).

Instances for a compact sampling structure can be defined similarly to sam-
pling structures. It is easy to see that the set of instances is the same for both
structures (the exclusive nature of OR rules implies that we can reach a p-node
only through a single incoming edge at a time). Hence, sampling structures
and compact sampling structures can be used interchangeably. This linear rep-
resentation allows one to sample an admissible language in time O(n), using
O(n+ |

⋃

iDi|) extra space.

5. Parameter Merging

In the previous section, we discussed how to construct an efficient data struc-
ture to sample uniformly from a space of languages defined by a restricted
set of rules, namely exclusive disjunctions of literals. Unfortunately, the rules
governing real parameters of the universal grammar can be dramatically more
complex. In these cases, the previous approach is not applicable, hence we have
to resort to the rejection sampling strategy discusses in Section 3. However,
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this still results in a sample space which is too large in practice. In order to
reduce the dimension of the sampling space overapproximating the space of
admissible languages, we can use a different approach, merging sets of parame-
ters into a bigger macro-parameter so that the resulting set of rules simplifies.
Therefore, the parameters to be merged are those involved in formulae that are
not exclusive disjunctions.

As an example, consider four parameters, P1, P2, P3, P4, taking values in
{+,−} and subject to rules R = {(P1, true), (P2, x1 = +), (P3, true), (P4,

(x2 = +) ∧ (x3 = −))}. The rules for P1, P2, and P3 are simple, but the
rule for P4 is not. A possible solution is merging parameters P2 and P3 into
a macro-parameter P2,3, which can take four values, i.e. {++,+−,−+,−−}.
This makes the rule for P4 simple: (P4, x2,3 = +−). However, merging P2 and
P3 creates an additional problem: the possible values that P2,3 can take depend
on the value of P1, contradicting the basic property of the rule sets, i.e. that
the truth of a rule implies that a parameter is meaningful and can take any
value, independently of other parameters. The solution is simple: we need to
merge P1 and P2,3 into a bigger macro-parameter. The so-obtained parameter
P1,2,3 can take only five possible values, {+++,++−,+−+,+−−,−00}, due
to restrictions imposed by internal rules between parameters that are merged.

The previous example gives an intuition of the problems involved in param-
eter merging. More precisely, one has to merge a (minimal) set of parameters
satisfying the following consistency condition: the rule governing its meaning-
fulness is of the exclusive OR type, and when the rule is true, each of its values
is admissible. A simple way to guarantee this constraint is to require a macro-
parameter to be independent. The set of possible values of a macro-parameter
is constructed by taking into account the existent relations holding between
merged parameters.

Practically, once we select the first set of parameters to be merged by look-
ing at a single, non-simple rule, we also need to merge with them all their
ancestors parameters. This approach has the drawback of generating macro-
parameters with large set of values. Hence, there is a trade off between space
complexity of the sampling structures and time complexity of the rejection
sampling approach.

6. Experimental Results and Conclusions

In this section, we present some experimental results of our method, applied
on a set of 62 parameters, governed by the rules in Table 1. Details on these
parameters, and on the resulting phylogenies, can be found in [1].

As we can see, some rules tend to be highly complex, so we had to merge
several parameters before constructing a sampling structure. We merged pa-
rameters 25, 26, 27, 30, 31, 32, 33, 37, 39, 40, 42, 43, 44, 45, 46, 47, 48, 49 into
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(P1, true), (P2, P1 = +), (P3, P2 = +), (P4, P1 = +), (P5, P2 = +), (P6, P5 = +), (P7, true)

(P8, P7 = +), (P9, P6 = +), (P10, P5 = − ∨ P6 = − ∨ P7 = +), (P11, P10 = −), (P12, P7 = +)

(P13, true), (P14, P1 = + ∧ P8 = + ∧ P13 = −), (P15, P12 = + ∧ P14 = −), (P16, P7 = + ∧ P12 = −)

(P17, P7 = +), (P18, P5 = +), (P19, P5 = +), (P20, true), (P21, true)

(P22, (P5 = − ∨ P6 = − ∨ P7 = +) ∧ P21 = −), (P23, P22 = +), (P24, P21 = + ∨ P22 = +), (P25, true)

(P26, P25 = +), (P27, P25 = − ∨ P26 = +), (P28, P12 = +)

(P29, (P25 = − ∨ P26 = +) ∧ (P25 = + ∨ P27 = + ∨ P28 = +)), (P30, true), (P31, true), (P32, P31 = +)

(P33, P32 = +), (P34, true), (P35, P6 = + ∧ (P32 = + ∨ P34 = +)), (P36, P32 = + ∧ P14 = −)

(P37, true), (P38, P37 = +), (P39, P31 = + ∧ P37 = +), (P40, P39 = −)

(P41, P31 = − ∨ P39 = + ∨ P40 = +), (P42, true), (P43, true), (P44, P43 = −)

(P45, P27 = + ∧ P44 = +), (P46, P31 = + ∧ P44 = +), (P47, P46 = +), (P48, P47 = +), (P49, P48 = +)

(P50, P31 = − ∨ P43 = + ∨ P49 = +), (P51, true), (P52, P51 = +)

(P53, (P5 = − ∨ P6 = − ∨ P8 = +) ∧ (P22 = − ∨ P51 = +)), (P54, P30 = + ∧ (P45 = − ∨ P46 = −))

(P55, (P30 = − ∨ P43 = + ∨ P45 = + ∨ P54 = −) ∧ (P31 = − ∨ P32 = −) ∧ P42 = −)

(P56, (P5 = − ∨ P6 = − ∨ P8 = +) ∧ (P22 = − ∨ P23 = − ∨ P29 = −))

(P57, (P30 = − ∨ P43 = + ∨ P45 = + ∨ P54 = −) ∧ (P33 = + ∨ P32 = − ∨ P55 = +) ∧ P31 = + ∧ P42 = −)

(P58, P46 = + ∧ (P47 = − ∨ P48 = − ∨ P49 = −) ∧ P57 = +), (P59, P28 = −)

(P60, P30 = − ∨ P43 = + ∨ P45 = +), (P61, P45 = − ∨ P46 = − ∨ P47 = − ∨ P48 = − ∨ P13 = +)

(P62, (P5 = − ∨ P6 = − ∨ P12 = −) ∧ (P13 = + ∨ P14 = +))

Table 1: Rules for the parameters in the PCM dataset [6, 1].

a large macro-parameter with 3916 possible values, and parameters 1, 2, 5, 6,
7, 8, 12, 13, 14, 21, 22 into a smaller macro-parameter with 168 values. These
macro-parameters were constructed automatically, using a greedy heuristic.
We started by merging parameters in the head of a selected rule and we iter-
atively merged more and more parameters by considering those appearing in
the heads of complex rules of merged parameters. This procedure was stopped
when a bound on the number of states of the macro-parameter was met. Intu-
itively, the problem with parameter merging is that the complex dependencies
of Table 1 tend to produce a single large macro-parameter containing almost
all parameters, hence we had to resort to heuristics to break this tendency.

The compact sampling structure has been constructed leaving out param-
eters 29, 35, 36, 53, 56, and 61 and fixing them uniformly in the set {+,−, 0}
in each attempt of the rejection sampling. On average, the rejection sampler
takes slightly less that 65 trials to find an admissible language, and the average
time to sample a single language is around 0.6 milliseconds. This allows one
to generate 10 million languages, a reasonably large sample to extract mean-
ingful properties of the language space, in about 2 hours. Experiments were
performed on a laptop with a Core 2 Due T9300 CPU and 2 Gb of RAM.

The experimental results just presented suggest that this sampling method
is feasible to deal with applications of the size of those required in [6]. Problems
can arise if the number of parameters is increased and the rule structure contin-
ues to have the tendency of merging all parameters together. In such cases, we
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may try to improve the sampler by using a Gibbs sampling scheme [2, 7], iso-
lating subsets of parameters that are sufficiently (but not perfectly) separated
from the others.

This sampling algorithm can be used to assess the statistical significance of
real world data against background noise. For instance, we can use it to check
if two specific languages are significantly more similar than two languages in
a pair drawn at random. It can also be used to investigate the properties of
the space of admissible languages, which can shed further light on the intrinsic
structure of universal grammars. In general, this method allows the grounding
of PCM on firmer statistical bases.
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Splitting the Fuč́ık Spectrum
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Abstract. For φ an increasing homeomorphism from R onto R, and
f ∈ C(R), we consider the problem

(φ(u′))′ + f(u) = 0, t ∈ (0, L), u(0) = 0 = u(L).

The aim is to study multiplicity of solutions by means of some gen-
eralized Pseudo Fuč́ık spectrum (at infinity, or at zero). New insights
that lead to a very precise counting of solutions are obtained by split-
ting these spectra into two parts, called Positive Pseudo Fuč́ık Spectrum
(PPFS) and Negative Pseudo Fuč́ık Spectrum (NPFS) (at infinity, or
at zero, respectively), in this form we can discuss separately the two
cases u′(0) > 0 and u′(0) < 0.

Keywords: Fuč́ık Spectrum, Quasilinear, p-Laplacian, Multiplicity.

MS Classification 2010: 34B15, 34A34

1. Introduction

In this paper we study the number of the solutions to the two-point (Dirichlet)
boundary value problem

(P )

{

(φ(u′))′ + f(u) = 0, t ∈ (0, L),

u(0) = 0 = u(L),
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where φ is an increasing homeomorphism from R onto R, and f ∈ C(R).
In case that the differential operator in (P ) is linear, i.e., when φ(s) =

s, or more generally when the differential operator is the one-dimensional p-
Laplacian, i.e., when φ = φp with

φp(s) := |s|p−2s, s 6= 0, φp(0) = 0, p > 1,

it is known that multiplicity results are obtained by assuming a suitable in-
teraction of the nonlinearity with the Fuč́ık spectrum of the corresponding
operator. For instance, when the differential operator is linear, one is usually

led to consider the limits of f(s)
s

as s→ 0± and as s→ ±∞. If these limits are
all finite, say a± and A± , respectively, then the number of the solutions for the
boundary value problem depends on the existence of a suitable gap between
the pairs (a+, a−) and (A+, A−). We recall that, in this situation, the Fuč́ık
spectrum is the set of all the pairs (µ, ν) such that the problem

{

u′′ + µu+ − νu− = 0, t ∈ (0, L),

u(0) = 0 = u(L),

has nontrivial solutions. As it is well known this set is the union of the critical
sets Ci,j = {(µ, ν) ∈ (R+

0 )
2 : i√

µ
+ j√

ν
= L

π
} for i, j nonnegative integers with

|i− j| ≤ 1 (see [15]).
Here and henceforth the following notation is used: R

+
0 := ]0,+∞[ and

R
+ := [0,+∞[ , also R and N will denote the sets of real numbers and the set

positive integers, respectively.
Similar results (see [2], [11]) have been developed for the p-Laplacian.

For this case the Fuč́ık spectrum is given by the union of the critical sets
Ci,j = {(µ, ν) ∈ (R+

0 )
2 : i

µ1/p + j

ν1/p = L
πp

} for i, j nonnegative integers

with |i− j| ≤ 1, where

πp := 2(p− 1)
1
p

∫ 1

0

ds

(1− sp)
1
p

= 2(p− 1)
1
p

π

p sin(π/p)
,

(see [10]). As for the linear differential operator, this spectrum is the set of all
the pairs (µ, ν) such that the problem

(Fµ,ν)

{

(φp(u
′))′ + µφp(u

+)− νφp(u
−) = 0, t ∈ (0, L),

u(0) = 0 = u(L),

has nontrivial solutions, see [13]. Note that, for any p > 1, if u(·) is a nontrivial
solution of the above problem, then so is λu(·) for any positive λ. The critical
sets Ci,j intersect the diagonal of the (µ, ν)-plane exactly at the sequence of the
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eigenvalues Λj = (jπp/L)
p of the differential operator u 7→ −(φp(u

′))′ with the
associated Dirichlet boundary conditions.

In the rest of this paper the following main assumptions concerning the
functions φ and f will be considered:

(φ1) φ : R → R is an increasing (not necessarily odd) bijection with φ(0) = 0.
We also define Φ(s) =

∫ s

0
φ(ξ) dx;

(f1) f : R → R is continuous with f(0) = 0, f(s)s > 0 for s > 0 and
F (s) → +∞ as s→ ±∞, where F (s) =

∫ s

0
f(ξ) dξ;

(φ0) lim sup
s→0±

φ(σs)

φ(s)
< +∞ and lim inf

s→0±

φ(σs)

φ(s)
> 1; for each σ > 1,

(φ∞) lim sup
s→±∞

φ(σs)

φ(s)
< +∞ and lim inf

s→±∞

φ(σs)

φ(s)
> 1, for each σ > 1.

The conditions in (φ∞) were previously introduced in [16], where they were
called respectively the upper and lower σ-conditions at infinity.

In connection to (P ) a natural generalization of problem (Fµ,ν) is given by
the problem

(Pµ,ν)

{

(φ(u′))′ + µφ(u+)− νφ(u−) = 0 t ∈ (0, L),

u(0) = 0 = u(L).

We note that in doing this we loose homogeneity, a property which is naturally
present in the definition of the Fuč́ık spectrum for the linear or p-Laplacian
cases. Nevertheless with the idea in mind that what matters is to compare some
asymptotic properties of the nonlinearity f with respect to φ, we proposed in
[18] (for the case of φ odd) a definition for a critical set, by using a time-mapping
approach, which we called the Pseudo Fuč́ık Spectrum (PFS) for (Pµ,ν) and
denoted by S(⊂ (R+

0 )
2).

Next we briefly review the construction of this Spectrum. Let us consider
the equation

(φ(u′))′ + g(u) = 0, (1)

and recall that under suitable growth assumptions on g ∈ C(R,R), we can
define the time-mapping

Tg(R) := 2

∣

∣

∣

∣

∣

∫ R

0

ds

L−1
r (G(R)−G(s))

∣

∣

∣

∣

∣

,

where G(s) =
∫ s

0
g(ξ) dξ and L(s) = sφ(s)−

∫ s

0
φ(ξ) dξ. The functions L−1

r and

L−1
l , denote, respectively, the right and left inverses of L. The number Tg(R)
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gives the distance between two consecutive zeros of a solution of (1) which
attains a maximum R > 0 (respectively a minimum R < 0).

In [17], [18], for φ odd, we considered the problem

(PΛ)

{

(φ(u′))′ + Λφ(u) = 0 t ∈ (0, L),

u(0) = 0 = u(L).

Assuming that for all positive Λ the limit

T(Λ) := lim
R→±∞

TΛφ(R), (2)

exist and is a strictly decreasing functions of Λ, we considered those Λ such
that nT(Λ) = L for some integer n, and called them pseudo eigenvalues for
(PΛ). With this at hand we defined the (PFS) for (Pµ,ν) as the set

S = {(µ, ν) ∈ (R+
0 )

2 | iT(µ) + jT(ν) = L},

for i, j nonnegative integers with |i − j| ≤ 1, ( a somewhat more explicit de-
scription of the (PFS) will be recalled in section 2).

We also mention that we proved in [18] that for any compact set K ⊂ R
2 \S

the set of all the possible solutions for (Pµ,ν), with (µ, ν) ∈ K is a priori
bounded. Furthermore, as it is easy to see, the (PFS) S coincides with the
standard Fuč́ık Spectrum when φ = φp .

We note at this point that it is more appropriate to call the set S a Pseudo
Fuč́ık spectrum at infinity. Indeed, the set S does not take into account any
information about solutions with small norm. In Section 2 we will consider a
corresponding Pseudo Fuč́ık spectrum at zero. In this context we recall [20]
where pseudo eigenvalues at zero were defined.

This paper is organized as follows. In Section 2 we present our main results
for multiplicity of solutions for problem (P ), assuming some suitable behavior
at zero and at infinity of the nonlinearities involved. Indeed setting

lim
s→0±

f(s)

φ(s)
= a± lim

s→±∞

f(s)

φ(s)
= A±,

our results are based on some key lemmas relating the position of the limit
pairs (A+, A−), (a+, a−), in the “classical” Fuč́ık spectrum with respect to their
position in a “universal” Fuč́ık spectrum. This comparison is possible even if
the points coincide (as considered in an example at the end of this section).

In order to treat in an independent manner solutions starting with positive
slope, with those starting with a negative slope, we split the Fuč́ık spectrum
(at infinity, or at zero) into two parts, that we shall call Positive Pseudo Fuč́ık
Spectrum (PPFS) and Negative Pseudo Fuč́ık Spectrum (NPFS) (at infinity,
or at zero, respectively).
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In Section 3 we give a result for the strict monotonicity of time-maps, which
we use to obtain the exact number of solutions for some cases, but which may
also be of some independent interest. Section 4 is devoted to some examples
which illustrate our results. We end the paper in Section 5 by proving some
technical lemmas, of comparison type, which are needed to obtain our results.

We finish this section with an illustrative example of some of the concepts
we have introduced. Let φ be the map defined as the odd extension to R of

s 7→

{

φq(s), 0 ≤ s ≤ 1,

φp(s), s ≥ 1,

where p, q > 1 and p 6= q. Then the (PFS) at infinity is exactly the one corre-
sponding to the p-laplacian, while the (PFS) at zero is the one corresponding
to the q-laplacian. Both spectra look alike but for some choices of p and q it
becomes clear that both spectra which quite different in scale. Thus in Fig-
ure 1, for q = 1.3, p = 6.5, and L = π, we have plotted the Fuč́ık spectrum at
zero, using different colours for the curves of type j = i−1, i = j−1 and j = i.
Note that the square [0, 40]2 of the positive quadrant contains portions of eight
critical sets of the type Ci,i (the darkest ones) as well as the same number of
asymmetric curves of the class Ci,i−1 and of the class Ci−1,i, respectively.

In Figure 2, for the same values of p, q, and L, we have plotted the Fuč́ık
spectrum at infinity. Note that now only three curves (C1,0 , C0,1 and C1,1 )
appear in the square [0, 40]2 of the positive quadrant. In Figure 3, we have put
together the two previous cases in order to stress the difference in scale.

Finally let us consider the interesting situation where

lim
s→0+,+∞

f(s)

φ(s)
= A+, lim

s→0−,−∞

f(s)

φ(s)
= A−,

i.e., a situation where the limits at 0+ and +∞ and also the limits at 0− and−∞
coincide. To make things precise, let us assume that A+ = 37 and A− = 19.
Then the point (37,19) belongs to different non-critical regions (at zero and
infinity) as it can be observed in Figures 1 and 2, respectively. Of course, this
situation cannot occur for the linear or p-laplacian operator. Actually for this
case there are at least 12 solutions starting with positive slope and at least
11 solutions starting with negative slope as we will see from Theorems 2.1
and 2.2 below.

2. Main results

We consider the two-point boundary value problem (P ) which by convenience
we recall next,

(P )

{

(φ(u′))′ + f(u) = 0,

u(0) = 0 = u(L).
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Figure 1: Fuč́ık Spectrum for q = 1.3 and L = π (PFS at zero).

We begin our analysis by assuming (φ1) and (f1) only. Under these assumptions
we have that for each κ there is a unique solution u = u(·, κ) to the initial
value problem

(φ(u′))′ + f(u) = 0, u(0) = 0, u′(0) = κ. (3)

This, indeed follows easily by writing equation (3) as an equivalent planar
system and by using a result from [25]. Moreover, for any κ 6= 0, u(·, κ) is a
nontrivial periodic solution. We will denote by T (κ) its minimal period and by
τ(κ) its first zero after t = 0.

Let us set Φ∗(s) =
∫ s

0
φ−1(ξ) dξ. Then L(s) = (Φ∗ ◦ φ)(s), where we re-

call L(s) = sφ(s) − Φ(s). As in [17], it is known that the following energy
relation holds

L(u′(t)) + F (u(t)) = L(κ), (4)

and it follows that u′(τ(κ)) = (Ll)
−1(L(κ)) when κ > 0 and u′(τ(κ)) =

(Lr)
−1(L(κ)) if κ < 0, so that

T (κ) = τ(κ) + τ((Ll)
−1(L(κ))), for κ > 0

and
T (κ) = τ(κ) + τ((Lr)

−1(L(κ))), for κ < 0.
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Figure 2: Fuč́ık Spectrum for p = 6.5 and L = π (PFS at infinity).

Conversely, if we fix an energy level h > 0, we have two solutions of (3) with
u(0) = 0 and

L(u′(t)) + F (u(t)) = h.

One of the two solutions corresponds to an initial positive slope u′(0) =
(Lr)

−1(h) and the other to an initial negative slope u′(0) = (Ll)
−1(h). Clearly,

any of the two solutions is a time-shift of the other. We denote by L · T (h) (L
is the length of the interval) the period of any of such solutions and also by
L · x(h) and L · y(h) the distance of two consecutive zeros in an interval where
the solution is respectively positive and negative.

The relationship among all the above definitions is the following:

x(h) + y(h) = T (h) =
T ((Lr)

−1(h))

L
=
T ((Ll)

−1(h))

L
,

and

x(h) =
τ((Lr)

−1(h))

L
, y(h) =

τ((Ll)
−1(h))

L
.

By the fundamental theory of ODEs it follows that the maps κ 7→ T (κ) and
κ 7→ τ(κ), as well as h 7→ x(h) and h 7→ y(h) are continuous. Indeed, let us
consider, for example, the map τ and let κ0 > 0 be given. For any ε > 0, we can
take t1, t2 ∈ ]0, T (κ0)[ , with τ(κ0) − ε < t1 < τ(κ0) < t2 < τ(κ0) + ε, so that
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Figure 3: Overlapping the two previous Fuč́ık Spectra.

u(t1, κ0) > 0 > u(t2, κ0). Now, from the continuous dependence of the solutions
on the initial data (which comes from the uniqueness of the solutions for the
Cauchy problem) we have that there is δ > 0 (δ < κ0), such that for each κ ∈
]κ0−δ, κ0+δ[ it holds that u(t, κ) > 0 for all t ∈ [0, t1] and u(t2, κ) < 0. Hence,
for the first zero of u(·, κ) in ]0, t2], which is actually τ(κ), we have τ(κ) ∈
]t1, t2[⊂ ]τ(κ0) − ε, τ(κ0) + ε[ . The proof of the continuity for κ0 < 0 follows
the same argument and therefore we have also the continuity of κ 7→ T (κ).

In the next argument we will consider in detail the case κ > 0. Our first aim
is to define a kind of “universal” Fuč́ık spectrum in terms of the time-mappings
x(h) and y(h). The use of universal critical sets to study boundary value prob-
lems for the equation u′′ + g(u) = 0, was initiated in [6] and has been already
developed in [4], [8] for the linear differential operator and in [9] for a Neumann
problem containing the differential equation in (3). We also quote previous re-
sults which have were obtained in [3], [7], [19] and [22] for the superlinear case,
and in [4], [9] for asymmetric and one-sided superlinear problems.

In this paper, as a difference with previous ones, we will “decompose” the
pseudo spectrum ( this will be also done for the classical Fuč́ık spectrum) into
two critical sets, corresponding respectively to solutions starting with positive
and negative slope. This decomposition combined with shooting techniques
will permit us to obtain precise information about the number of solutions.



FUČÍK SPECTRUM AND NUMBER OF SOLUTION 119

Lemma 2.1. Let φ and f satisfy (φ1) and (f1), respectively. Then, there exists
κ > 0 such that problem (P ) has a solution with u′(0) = κ if and only if there
are n ∈ N and j ∈ {0, 1} such that

nx(h) + (n+ j − 1)y(h) = 1, h = L(κ). (5)

Moreover, in this case, u(·) has exactly 2n+ j − 2 zeros in ]0, L[ and there are
n intervals in which u > 0 and n+ j − 1 intervals where u < 0.

The proof of this lemma is straightforward and is left to the reader. Based
on this result, we define the “critical lines”

H+
i ={(x, y) ∈ (R+

0 )
2 : ∃ (n ∈ N, j = 0, 1) : 2n+j−1 = i, nx+(n+j−1)y = 1}.

Thus, H+
1 is the half-line x = 1, with y > 0; H+

2 is the open segment x+y = 1,
with x, y > 0; H+

3 is the open segment 2x+ y = 1, with x, y > 0, and so forth.
The superscript “+” is to remember that these critical lines are tied up with
solutions starting with positive slopes.

We will denote the set H+ = ∪∞
i=1H

+
i as the Universal Positive Pseudo

Fuč́ık Spectrum for problem (Pµ,ν).
Observe that if u is a solution of (3) with u′(0) = κ > 0 such that

(x(L(κ)), y(L(κ))) ∈ H+
i then u is a solution of (P ) having exactly i− 1 zeros

in ]0, L[ .
Now we can divide the open first quadrant (x, y) into a countable number

of open regions W+
i which form the complement in (R+

0 )
2 of the critical set

H+. We label such regions as follows, see Figure 4:

• W+
1 = {(x, y) : x > 1, y > 0} is the part of the open first quadrant at the

right hand side of H+
1 ;

• W+
2 = {(x, y) : 0 < x < 1, x+y > 1} is the part of the open first quadrant

between H+
1 and H+

2 ;

• . . .

• W+
i is the part of the open first quadrant between H+

i−1 and H+
i , more

precisely, W+
i = {(x, y) : x > 0, y > 0, kx+ (k − 1)y < 1 < k(x+ y)} for

i = 2k and W+
i = {(x, y) : x > 0, y > 0, kx+ ky < 1 < (k+1)x+ ky} for

i = 2k + 1.

Lemma 2.2. Let φ and f satisfy (φ1) and (f1), respectively. Suppose that there
are numbers h1, h2 > 0 and integers k, ℓ ≥ 1 with k 6= ℓ such that

(x(h1), y(h1)) ∈W+
k , (x(h2), y(h2)) ∈W+

ℓ .

Then, problem (P ) has at least |k − ℓ| solutions with u′(0) > 0.
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Figure 4: Universal Positive Pseudo Fuč́ık Spectrum.

Proof. Just to fix a case, let us assume that h1 < h2 and k < ℓ. By the
assumptions, we have that the point (x(h1), y(h1)) is above H

+
k and therefore

it is above any of the H+
i for each i ≥ k. On the other hand, (x(h2), y(h2)) is

below H+
ℓ−1 and hence it is also below any of the H+

i for each i ≤ ℓ− 1.
Now, we fix an integer i ∈ [k, ℓ − 1] and observe that (x(h1), y(h1)) and

(x(h2), y(h2)) belong to different open components of (R+
0 )

2 \ H+
i . Since the

connected set {(x(h), y(h)): h1 ≤ h ≤ h2} has points in both components of
(R+

0 )
2 \ H+

i , it must intersect H+
i at least once. By Lemma 2.1, this means

that there is solution of (P ) with positive slope at t = 0 and exactly i− 1 zeros
in ]0, L[ . So, all together, there are at least ℓ− k solutions of (P ) starting with
a positive slope.

Remark 2.1. Actually, the solutions given by the lemma are such that

α=min{(Lr)
−1(h1), (Lr)

−1(h2)}<u
′(0)<max{(Lr)

−1(h1), (Lr)
−1(h2)}=β.

If τ(·) is strictly monotone in ]α, β[ and in ](Ll)
−1((L(β)), (Ll)

−1((L(α))[ ,
then the number of the solutions is exactly |k − ℓ|, for u′(0) = κ ranging in
]α, β[ Indeed, if τ(·) is strictly increasing (decreasing), also the maps x(·) and
y(·) are strictly increasing (decreasing) with respect to h.

Our argument continues by introducing some further maps and properties
that we need for the definition of the pseudo Fuč́ık spectrum.
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We deal, in first place, with the pseudo Fuč́ık spectrum at infinity. Following
[18], we assume conditions (φ1) and (φ∞) to hold and, moreover, that the limits

(T∞) :

T±
1,∞(Λ) = lim

R→±∞

∣

∣

∣

∣

∣

∫ R

0

ds

L−1
r (ΛΦ(R)− ΛΦ(s))

∣

∣

∣

∣

∣

and

T±
2,∞(Λ) = lim

R→±∞

∣

∣

∣

∣

∣

∫ R

0

ds

L−1
l (ΛΦ(R)− ΛΦ(s))

∣

∣

∣

∣

∣

exist. Furthermore, we define

T±
∞(Λ) = T±

1,∞(Λ) + T±
2,∞(Λ).

For each of the T±
∞ , we assume that either T±

∞(Λ) = +∞ for all Λ, or
it is continuous and strictly decreasing with respect to Λ ∈ R

+
0 . Moreover

for this case, we assume that

lim
Λ→0+

T±
∞(Λ) = +∞ and lim

Λ→+∞
T±

∞(Λ) = 0.

Conditions under which these hypotheses are fulfilled are given in [17], [18]
and [20] for φ odd and T finite.

Next we define the Positive Pseudo-Fuč́ık Spectrum at infinity. For µ, ν > 0
let us consider the problem (Pµ,ν) of the Introduction. Let us observe first that
in [18], for the case of φ an odd function, the four numbers T±

i,∞(Λ) are all
the same, finite and strictly positive, for any given Λ. Denoting this common

value by T∞(Λ) (it corresponds to T(Λ)
2 as defined in (2)), we can describe the

(PFS) S (see the Introduction) as the union of the sets Ci,i−1 , Ci−1,i, and Ci,i ,
for i ∈ N, contained in the positive (µ, ν)-quadrant, where

Ci,i−1 = {(µ, ν) | iT∞(µ) + (i− 1)T∞(ν) = L/2}

Ci−1,i = {(µ, ν) | (i− 1)T∞(µ) + iT∞(ν) = L/2}

Ci,i = {(µ, ν) | iT∞(µ) + iT∞(ν) = L/2}.

We want next to extend this definition to that of the Positive Pseudo-Fuč́ık
Spectrum (PPSF) at infinity, denoted by S+(∞), and where φ is not necessarily
odd. We set

S+(∞) = ∪∞
i=1C

+
i (∞),

where we consider only the case of solutions with positive (and large) slopes at
t = 0. Here,

C+
1 (∞) = {(µ, ν) ∈ (R+

0 )
2 : T+

∞(µ) = L},

C+
2 (∞) = {(µ, ν) ∈ (R+

0 )
2 : T+

∞(µ) + T−
∞(ν) = L},
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and, in general for i = j + k, with k = j − 1 when i is odd, or k = j when i is
even, we have

C+
i (∞) = {(µ, ν) ∈ (R+

0 )
2 : jT+

∞(µ) + kT−
∞(ν) = L}.

We observe that the sets C+
i (∞) are all non-empty (and actually continuous

curves) only in the case that both T+
∞ and T−

∞ are finite (and hence continuous
and strictly decreasing, as assumed above). In this situation the sets C+

i (∞)
look similar with the corresponding Cj,k for the case φ odd, for i = j + k, with
k = j − 1 when i is odd, or k = j when i is even, see [18].

On the other hand, if T+
∞ is finite but T−

∞(Λ) = +∞ for all Λ, then only
C+
1 (∞) is non-empty and if T+

∞(Λ) = +∞ for all Λ, then all the C+
i (∞)’s

are empty.
A qualitative description of the (PPFS) at infinity is given in the follow-

ing table.

Curve Vert. Asympt. Horiz. Asympt. Intersect. with Diagonal

C+
1 (∞) (Λ1, ν) ∅ (Λ1,Λ1)

C+
2p(∞) (Λp, ν) (µ,Λp) (Λ2p,Λ2p)

C+
2p−1(∞) (Λp, ν) (µ,Λp−1) (Λ2p−1,Λ2p−1)

Arguing like in [18], we can prove the following result which corresponds
to [18, Th.3.1].

Lemma 2.3. Let f satisfy (f1) and φ satisfy (φ1), (φ∞) and (T∞). Then, for
any compact set R contained in (R+)2 \ ∪∞

i=1C
+
i there is κR such that for each

(µ, ν) ∈ R any solution of (Pµ,ν) with 0 < u′(0) satisfies u′(0) ≤ κR . The
same result is true is we perturb the equation in (Pµ,ν) by adding at the right
hand side a term q(t, u) such that q(t, s)/φ(s) → 0 as s→ ±∞, uniformly with
respect to t ∈ [0, L].

This result was proved in [18] for a situation corresponding to the case
when T+

∞ and T−
∞ are both finite. If T+

∞ is finite and T−
∞ = +∞, the proof

is exactly the same, while if T+
∞ = +∞ we simply have a priori bounds for all

the solutions starting with positive slope.
We now divide the open first quadrant (µ, ν) into a countable number of

open regions Z+
i (∞) which are the complement in (R+

0 )
2 of the (PPFS) at

infinity and label them as follows:

• Z+
1 (∞) is the part of the open first quadrant at the left hand side

of C+
1 (∞);

• Z+
2 (∞) is the part of the open first quadrant between C+

1 (∞) and C+
2 (∞);
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Figure 5: Positive Pseudo Fuč́ık Spectrum at infinity.

• . . .

• Z+
i (∞) is the part of the open first quadrant between C+

i−1(∞)

and C+
i (∞),

see Figure 5. In order to avoid a separated discussion for the cases when T±
∞

are not finite, we point out that we have only two regions Z+
1 (∞) at the left of

C+
1 (∞) and Z+

2 (∞) at the right of C+
1 (∞) when T+

∞ < +∞ and T−
∞ = +∞. If

T+
∞ = +∞ there is only one region Z+

1 (∞) = (R+
0 )

2.
In the special case φ = φp, this set is clearly a part of the standard Fuč́ık

spectrum for the one-dimensional p-Laplacian with Dirichlet boundary condi-
tions on ]0, L[ .

Lemma 2.4. Let f satisfy (f1) and let φ satisfy (φ1), (φ∞) and (T∞). As-
sume that

lim
s→+∞

f(s)

φ(s)
= A+, lim

s→−∞

f(s)

φ(s)
= A−,

with (A+, A−) ∈ Z+
i (∞) for some index i. Then there is κ∗ > 0 such that for

each κ ≥ κ∗ it follows that (x(L(κ)), y(L(κ))) ∈W+
i .

Proof. For simplicity, we only give the proof in the case that T+
∞ and T−

∞ are
both finite. Let κ > 0 and consider the solution u(·, κ) of (3) with u(0) = 0
and u′(0) = κ.
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First of all, we claim that the distance of two consecutive zeros of u in
an interval where u > 0 is given by T+

∞(A+) + ε1(κ) and the distance of two
consecutive zeros of u for an interval where u < 0 is given by T−

∞(A−)+ ε2(κ),
where ε1(κ) → 0 and ε2(κ) → 0 as κ → +∞. Hence, we have that x(L(κ)) −
L−1 · T+

∞(A+) → 0 and y(L(κ))− L−1 · T−
∞(A−) → 0 as κ→ +∞.

To see this, we observe that for each ε > 0 there is Mε > 0 such that

(A+ − ε)φ(s) ≤ f(s) ≤ (A+ + ε)φ(s), ∀ s ≥Mε

and
(A+ − ε)|φ(s)| ≤ |f(s)| ≤ (A+ + ε)|φ(s)|, ∀ s ≤ −Mε .

Hence, by Corollary A.1 in the appendix, and since by the energy relation (4),
maxu, |minu| → +∞ as κ→ +∞, we find that

T+
∞(A+ − ε) ≤ lim inf

κ→+∞
τ(κ) ≤ lim sup

κ→+∞
τ(κ) ≤ T+

∞(A+ + ε).

(Here the assumption (T∞) which guarantees the existence of the limits
T+

∞(A+ ± ε) has been used.) Then, from these inequalities and the continuity
of the function T+

∞ , we immediately obtain that

lim
κ→+∞

τ(κ) = lim
h→+∞

L · x(h) = T+
∞(A+).

In a completely similar manner, one can see that

lim
κ→+∞

τ(L−1(κ)) = lim
h→+∞

L · y(h) = T−
∞(A−),

concluding the proof of our claim.
Suppose next that

(A+, A−) ∈ Z+
i (∞) for some i ∈ N.

Without loss of generality we assume also that i > 1 and that i = 2k is an
even number (the case i = 1 is simpler as it requires only a one-sided estimate).
This means that (A+, A−) is above the curve

C+
i−1(∞) = {(µ, ν) ∈ (R+

0 )
2 : kT+

∞(µ) + (k − 1)T−
∞(ν) = L}

and below the curve

C+
i (∞) = {(µ, ν) ∈ (R+

0 )
2 : kT+

∞(µ) + kT−
∞(ν) = L}

and hence,

L < kT+
∞(A+) + kT−

∞(A−), kT+
∞(A+) + (k − 1)T−

∞(A−) < L.
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Now, using the estimates in [18] for the time-mappings recalled at the beginning
of this proof, we find that

kx(L(κ)) + ky(L(κ)) → k
T+

∞(A+)

L
+ k

T−
∞(A−)

L
> 1

and

kx(L(κ)) + (k − 1)y(L(κ)) → k
T+

∞(A+)

L
+ (k − 1)

T−
∞(A−)

L
< 1

as κ → +∞. This, in turns, implies that there is κ∗ > 0 such that for each
κ > κ∗ the pair (x(L(κ)), y(L(κ))) belongs to a compact subset of W+

i .

The case i is an odd number is clearly treated in the same way and therefore
it is omitted.

By repeating the same reasoning at zero, and using the estimates in [20], we
can define the Positive Pseudo-Fuč́ık Spectrum at zero S+(0) as the union of a
countable number of critical curves C+

i (0) obtained in a similar manner as for
the critical sets of the (PPFS) at infinity, but this time, with the asymptotic
estimates made at zero.

More precisely let us assume the conditions (φ1) and (φ0), and
that the limits

(T0) :

T±
1,0(Λ) = lim

R→0±

∣

∣

∣

∣

∣

∫ R

0

ds

L−1
r (ΛΦ(R)− ΛΦ(s))

∣

∣

∣

∣

∣

and

T±
2,0(Λ) = lim

R→0±

∣

∣

∣

∣

∣

∫ R

0

ds

L−1
l (ΛΦ(R)− ΛΦ(s))

∣

∣

∣

∣

∣

exist. Furthermore, define

T±
0 (Λ) = T±

1,0(Λ) + T±
2,0(Λ),

and assume that for each of the T±
0 , either T±

0 (Λ) = +∞ for all Λ, or it
is continuous and strictly decreasing with respect to Λ ∈ R

+
0 . Moreover

we assume that,

lim
Λ→0+

T±
0 (Λ) = +∞ and lim

Λ→+∞
T±

0 (Λ) = 0.

Similarly to Lemma 2.3, we can prove the following lemma.



126 M. GARCÍA-HUIDOBRO ET AL.

Lemma 2.5. Let f satisfy (f1) and let φ satisfy (φ1), (φ0) and (T0). Then, for
any compact set K contained in (R+

0 )
2 \ ∪∞

i=1C
+
i (0) there is κR such that for

each (µ, ν) ∈ R any solution of (Pµ,ν) with 0 < u′(0) satisfies u′(0) ≥ κR .
The same result is true is we perturb the equation in (Pµ,ν) by adding a term
q(t, u) at the right hand side such that q(t, s)/φ(s) → 0 as s → 0, uniformly
with respect to t ∈ [0, L].

As before, we can define the corresponding regions in the complementary
parts of the (PPFS) at zero. Accordingly, we denote by Z+

i (0) the components
in the complement of the (PPFS) at zero.

We have the following result which is analogous to Lemma 2.4 and whose
proof follows the same lines of that of Lemma 2.4, by using the comparison
result of Lemma A.1.

Lemma 2.6. Let f satisfy (f1) and let φ satisfy (φ1), (φ0) and (T0). Assume that

lim
s→0+

f(s)

φ(s)
= a+, lim

s→0−

f(s)

φ(s)
= a−,

with (a+, a−) ∈ Z+
i (0) for some index i. Then there is κ∗ > 0 such that for

each 0 < κ ≤ κ∗, it follows that (x(L(κ)), y(L(κ))) ∈W+
i .

We are now in a position to state our first main result.

Theorem 2.1. Let f satisfy (f1) and let φ satisfy (φ1), (φ0), (φ∞) and (T0),
(T∞). Suppose that there are positive numbers a+, a−, A+, A− such that

lim
s→0+

f(s)

φ(s)
= a+, lim

s→0−

f(s)

φ(s)
= a−

and

lim
s→+∞

f(s)

φ(s)
= A+, lim

s→−∞

f(s)

φ(s)
= A−.

Assume also that there are k, ℓ ∈ N with k 6= ℓ with (a+, a−) ∈ Z+
k (0) and

(A+, A−) ∈ Z+
ℓ (∞). Then, problem (P ) has at least |k − ℓ| solutions with

u′(0) > 0.

Proof. The proof is a direct consequence of the Lemmas 2.4, 2.6, and 2.2, and by
using the Positive Pseudo Fuč́ık Spectrum (PPFS) at zero and at infinity.

At this point we can establish corresponding results for solutions of (3) with
κ < 0, by using a similar reasoning. To this end, with x(h) and y(h) as defined
above, we need the following lemma which will take the place of Lemma 2.1.
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Lemma 2.7. Let φ and f satisfy (φ1) and (f1), respectively. Then, there exists
κ < 0 such that problem (P ) has a solution with u′(0) = κ if and only if there
are n ∈ N and j ∈ {0, 1} such that

(n+ j − 1)x(h) + ny(h) = 1, h = L(κ). (6)

Moreover, in this case, u(·) has exactly 2n+ j − 2 zeros in ]0, 1[ and also there
are n intervals in which u < 0 and n+ j − 1 intervals where u > 0.

From this result we can define, as before, the critical lines:

H−
i ={(x, y) ∈ (R+

0 )
2 : ∃ (n ∈ N, j = 0, 1) : 2n+j−1 = i, (n+j−1)x+ny = 1}.

Thus H−
1 is the half-line y = 1, with x > 0; H−

2 is the open segment x+ y = 1,
with x, y > 0; H−

3 is the open segment x+ 2y = 1, with x, y > 0, and so forth.
The superscript “-” is to remember that these critical lines are related with
solutions starting with negative slopes.

We will denote the set H− = ∪∞
i=1H

−
i as the Universal Negative Pseudo

Fuč́ık Spectrum.
As before, we can divide the open first quadrant (x, y) into a countable

number of open regions W−
i which are the complement in (R+

0 )
2 of the critical

set H−. We label such zones as follows, see Figure 6:

• W−
1 = {(x, y) : x > 0, y > 1} is the part of the open first quadrant

above H−
1 ;

• W−
2 = {(x, y) : x+y > 1, 0 < y < 1} is the part of the open first quadrant

between H−
1 and H−

2 ;

• . . .

• W−
i is the part of the open first quadrant between H−

i−1 and H−
i and,

more precisely, we have W−
i = {(x, y) : x > 0, y > 0, (k − 1)x+ ky < 1 <

k(x + y)} for i = 2k and W−
i = {(x, y) : x > 0, y > 0, kx + ky < 1 <

kx+ (k + 1)y} for i = 2k + 1.

Remark 2.2. The set H = H+ ∪H− has the same shape like the set F drawn
in [4, p.874]. It represents a “universal” model of Fuč́ık spectrum for the two-
point boundary value problem in terms of time-maps. What we have done here
is to distinguish the parts H+ and H− in H in order to treat separately the
solutions with positive slope and those with negative slope. The same procedure
is feasible for the standard Fuč́ık spectrum C which splits as a “positive” part
(concerning solutions with positive slope at t = 0) and a “negative” part (for
the solutions with negative slope at t = 0).

The following lemma is the equivalent to Lemma 2.2, it is proved similarly.



128 M. GARCÍA-HUIDOBRO ET AL.

-
1W

-H

-

W

5
-

5
-

H

-
H1

2

4H

-

H3-

W

3
-

W4

2
-

W

0

0.5

1

0.5 1x

Figure 6: Universal Negative Pseudo Fuč́ık Spectrum.

Lemma 2.8. Let φ and f satisfy (φ1) and (f1), respectively. Suppose that there
are numbers h1, h2 > 0 and integers k, ℓ ≥ 1 with k 6= ℓ such that

(x(h1), y(h1)) ∈W−
k , (x(h2), y(h2)) ∈W−

ℓ .

Then, problem (P ) has at least |k − ℓ| solutions with u′(0) < 0.

Remark 2.3. In a similar way as in Remark 2.1, we find that these solutions
are such that

α = min{(Ll)
−1(h1), (Ll)

−1(h2)} < u′(0) < max{(Ll)
−1(h1), (Ll)

−1(h2)} = β.

The number of solutions is exactly |k − ℓ|, for u′(0) = κ ranging in ]α, β[ if
τ(·) is strictly monotone in ]α, β[ and in ](Lr)

−1((L(β)), (Lr)
−1((L(α))[ .

Next we define the Negative Pseudo-Fučı́k Spectrum at infinity.
We set

S−(∞) = ∪∞
i=1C

−
i (∞),

where we only consider solutions with negative (and large in absolute value)
slopes at t = 0. Here,

C−
1 (∞) = {(µ, ν) ∈ (R+

0 )
2 : T−

∞(µ) = L},

C−
2 (∞) = {(µ, ν) ∈ (R+

0 )
2 : T+

∞(µ) + T−
∞(ν) = L},
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and, in general, for i = k+ l with k = l− 1 (when i is odd) or k = l (when i is
even), we have

C−
i (∞) = {(µ, ν) ∈ (R+

0 )
2 : kT+

∞(µ) + lT−
∞(ν) = L}.

By this definition, C−
i (∞) = C+

i (∞), when i is even.
As before the sets C−

i (∞) are all non-empty (and actually continuous curves)
only in the case that both T+

∞ and T−
∞ are finite (and hence continuous and

decreasing by assumption). On the other hand, if T−
∞ is finite but T+

∞(Λ) =
+∞ for all Λ, then only C−

1 (∞) is non-empty and if T−
∞(Λ) = +∞ for all Λ,

then all the C−
i (∞)’s are empty.

A qualitative description of the (NPFS) at infinity is given in the follow-
ing table.

Curve Vert. Asympt. Horiz. Asympt. Intersect. with Diagonal

C−
1 (∞) (µ,Λ1) ∅ (Λ1,Λ1)

C−
2p(∞) (Λp, ν) (µ,Λp) (Λ2p,Λ2p)

C−
2p−1(∞) (Λp−1, ν) (µ,Λp) (Λ2p−1,Λ2p−1)

Corresponding to Lemma 2.3, we now have.

Lemma 2.9. Let f satisfy (f1) and let φ satisfy (φ1), (φ∞) and (T∞). Then,
for any compact set R contained in (R+)2 \ ∪∞

i=1C
−
i there is κR such that for

each (µ, ν) ∈ R any solution of (Pµ,ν) with u′(0) < 0 satisfies |u′(0)| ≤ κR .
The same result is true is we perturb the equation in (Pµ,ν) by adding at the
right hand side a term q(t, u) such that q(t, s)/φ(s) → 0 as s→ ±∞, uniformly
with respect to t ∈ [0, L].

We split next the open first quadrant (µ, ν) into a countable number of open
regions Z−

i (∞), which are the complement in (R+
0 )

2 of the (NPFS) at infinity,
see Figure 7, and labeled as follows:

• Z−
1 (∞) is the part of the open first quadrant below C−

1 (∞);

• Z−
2 (∞) is the part of the open first quadrant between C−

1 (∞) and C−
2 (∞);

• . . .

• Z−
i (∞) is the part of the open first quadrant between C−

i−1(∞)

and C−
i (∞).

Also as before and in order to avoid to discuss separately the cases when the T±
∞

are not finite, we point out that there are only two regions Z−
1 (∞) below C−

1 (∞)
and Z−

2 (∞) above C−
1 (∞) when T−

∞ < +∞ and T+
∞ = +∞. If T−

∞ = +∞ there
is only one region Z−

1 (∞) = (R+
0 )

2.
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Figure 7: Negative Pseudo Fuč́ık Spectrum at infinity.

The following lemma is the counterpart of Lemma 2.4 and it is proved in
the same form.

Lemma 2.10. Let f satisfy (f1) and let φ satisfy (φ1), (φ∞) and (T∞). As-
sume that

lim
s→+∞

f(s)

φ(s)
= B+, lim

s→−∞

f(s)

φ(s)
= B−,

with (B+, B−) ∈ Z−
i (∞) for some index i. Then there is κ∗ > 0 such that for

each κ ≤ −κ∗ it follows that (x(L(κ)), y(L(κ))) ∈W−
i .

Remark 2.4. The critical set S defined in [18], that is the (PFS) at infinity,
is exactly S+(∞) ∪ S−(∞).

By repeating the argument, and using estimates like in [5] we can define the
Negative Pseudo-Fučı́k Spectrum at zero C−(0) as the union of a count-
able number of critical curves C−

i (0) defined in a similar manner as the critical
sets of the (NPFS) at infinity, but, this time, with the estimates made at zero.
Also we can define the corresponding zones Z−

i (0) as the complementary parts
of the (NPFS) at zero.

Similarly to Lemmas 2.9 and 2.10, we now have.

Lemma 2.11. Let f satisfy (f1) and let φ satisfy (φ1), (φ0) and (T0). Then, for
any compact set K contained in (R+)2 \ ∪∞

i=1C
−
i (0) there is κR such that for
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each (µ, ν) ∈ R any solution of (Pµ,ν) with u′(0) < 0 satisfies |u′(0)| ≥ κR .
The same result is true is we perturb the equation in (Pµ,ν) by adding at the
right hand side a term q(t, u) such that q(t, s)/φ(s) → 0 as s → 0, uniformly
with respect to t ∈ [0, L].

Lemma 2.12. Let f satisfy (f1) and let φ satisfy (φ1), (φ0) and (T0). As-
sume that

lim
s→0+

f(s)

φ(s)
= b+, lim

s→0−

f(s)

φ(s)
= b−,

with (b+, b−) ∈ Z−
i (0) for some index i. Then there is κ∗ > 0 such that for

each −κ∗ ≤ κ < 0 it follows that (x(L(κ)), y(L(κ))) ∈W−
i .

We thus have reached a point where we can establish and prove our second
main theorem.

Theorem 2.2. Let f satisfy (f1) and let φ satisfy (φ1), (φ0), (φ∞) and (T0),
(T∞). Suppose that there are positive numbers b+, b−, B+, B− such that

lim
s→0+

f(s)

φ(s)
= b+, lim

s→0−

f(s)

φ(s)
= b−

and

lim
s→+∞

f(s)

φ(s)
= B+, lim

s→−∞

f(s)

φ(s)
= B−.

Assume also that there are k, ℓ ∈ N with k 6= ℓ with (b+, b−) ∈ Z−
k (0)

and (B+, B−) ∈ Z−
ℓ (∞). Then, problem (P ) has at least |k − ℓ| solutions

with u′(0) < 0.

Proof. Direct consequence of Lemmas 2.11, 2.12, and 2.8.

Note that given a pair (µ, ν) ∈ (R+
0 )

2, not belonging to the critical set at
zero S+(0), we can determine the region Z+

i (0) to which it belongs, by the
following criterion. Let us set

ρ(0) =
L

T+
0 (µ) + T−

0 (ν)

and observe that there is only one integer, say j, belonging to the open interval

]

ρ(0)−
T+
0 (µ)

T+
0 (µ) + T−

0 (ν)
, ρ(0) +

T−
0 (ν)

T+
0 (µ) + T−

0 (ν)

[

.

Then, we have that (µ, ν) belongs to Z+
2j(0) or Z

+
2j+1(0), according to whether

j > ρ(0) or j < ρ(0).
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Avoiding to consider the semi-trivial cases in which one or both of the two
maps T±

0 are infinite, we observe that ρ(0) as a function of µ or ν is continuous,
strictly increasing and such that ρ(0) → 0 as µ → 0+ or ν → 0+. Moreover
ρ(0) → L

T
−

0
(ν)

as µ → +∞ and ρ(0) → L

T
+

0
(µ)

as µ → +∞. On the other hand,

for α(0) =
T

+

0
(µ)

T
+

0
(µ)+T

−

0
(ν)

, we have that 0 < α(0) < 1, with α(0) decreasing in

µ and increasing in ν and such that α(0) → 1 as µ → 0+, or µ → +∞ and
α(0) → 0 as µ→ +∞, or ν → 0+.

Clearly, the same procedure can be followed in order to determine the region
Z+
i (∞) to which the pair (µ, ν) belongs.

Similarly, given a pair (µ, ν) ∈ (R+
0 )

2 not belonging to the critical set at
zero S−(0), we can determine the region Z−

i (0) it belongs, by the following
criterion. Let us set

ρ(0) =
L

T+
0 (µ) + T−

0 (ν)
,

and as before observe that there is only one integer, say j, belonging to the
open interval

]

ρ(0)−
T−
0 (ν)

T+
0 (µ) + T−

0 (ν)
, ρ(0) +

T+
0 (µ)

T+
0 (µ) + T−

0 (ν)

[

.

Then, we have that (µ, ν) belongs to Z−
2j(0) or Z

−
2j+1(0), according to whether

j > ρ+(0) or j < ρ+(0).

The same procedure can be followed in order to determine the region Z−
i (∞)

the pair (µ, ν) belongs to.

Remark 2.5. In the proof of the main theorems, it is not important that the lim-
iting pairs (a+, a−) and (A+, A−) in Theorem 2.1, or (b+, b−), and (B+, B−)
in Theorem 2.2 be in “nonresonance” zones out of the (PFS) sets. What re-
ally matters is that there is a suitable gap between the corresponding positions
of these limits at zero and at infinity with respect to the universal Fuč́ık spec-
trum. This situation reminds the occurrence of a twist condition between zero
and infinity which permits the application of the Poincaré-Birkhoff fixed point
theorem in the periodic case [11].

In view of the above remark, the following rule can be given.

The set U+ := {H+
i ,W+

i : i ∈ N} represents a partition of (R+
0 )

2 . Given
two points P,Q ∈ (R+

0 )
2 , we have that the number of transverse intersections

between the open segment ]P,Q[ and the critical lines ∪∞
i=1H

+
i depends only

on which of the classes of the above partition P and Q belong to (notice that, in
this way, if P and Q are both on the same critical line H+

i , then the intersection
counts like zero).



FUČÍK SPECTRUM AND NUMBER OF SOLUTION 133

The sets M+(0) := {C+
i (0) , Z+

i (0) : i ∈ N} and M+(∞) :=
{C+

i (∞) , Z+
i (∞) : i ∈ N} also determine a partition of (R+

0 )
2 . We can de-

fine now the maps
M+(0) → U+, M+(∞) → U+

by
C+
i (0), C+

i (∞) 7→ H+
i and Z+

i (0), Z+
i (∞) 7→W+

i .

Note that these maps make a correspondence between curves to lines and open
sets to open sets.

Take a point (a, b) ∈ (∪∞
i=1C

+
i (0)) ∪ (∪∞

i=1Z
+
i (0)).We can associate to (a, b)

the set in M+(0) to which it belongs and hence, to this one, the set in U+

which is associated to it via the above map. Call this set [(a, b)]. Similarly,
given a point (A,B) ∈ (∪∞

i=1C
+
i (∞)) ∪ (∪∞

i=1Z
+
i (∞)) we can map it to a set

[(A,B)] ∈ U+, where [(A,B)] is the set corresponding to that one in M+(∞)
to which (A,B) belongs. Since, as observed before, the number of transverse
intersections of the open segment ]P,Q[ with the set ∪∞

i=1H
+
i is the same for

each P ∈ [(a, b)] and Q ∈ [(A,B)], we have that this number is well determined
by the initial choice of the pairs (a, b) and (A,B). We denote this number by
i+[(a, b), (A,B)] and call it the positive intersection index for the pairs (a, b)
and (A,B).

We remark that this definition requires that the pairs (a, b) and (A,B) are
“thought” in relation with the (PPFS) at zero and at infinity, respectively.

In a similar manner, one can define the partitions U−, M−(0), M−(∞) of
(R+

0 )
2 and the maps

C−
i (0), C−

i (∞) 7→ H−
i and Z−

i (0), Z−
i (∞) 7→W−

i ,

in order to define an index i−[(c, d), (C,D)] as the negative intersection index
for the pairs (c, d) and (C,D), where (c, d) is related to the (NPFS) at zero
and (CD) to the (NPFS) at infinity.

We point out that this procedure works also in the “degenerate” case in
which some of the T±

0 (Λ) or T
±
∞(Λ) considered in (T0) and in (T∞) is constantly

equal to infinity. In this situation, some of the maps M±(0),M±(0) → U± will
be not surjective, but the definition of the intersection indexes is well posed too.

Then, we have:

Theorem 2.3. Let f satisfy (f1) and let φ satisfy (φ1), (φ0), (φ∞) and (T0),
(T∞). Suppose that there are positive numbers d+, d−, D+, D− such that

lim
s→0+

f(s)

φ(s)
= d+, lim

s→0−

f(s)

φ(s)
= d−

and

lim
s→+∞

f(s)

φ(s)
= D+, lim

s→−∞

f(s)

φ(s)
= D−.
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Then, problem (P ) has at least so many solutions with u′(0) > 0 like the positive
intersection index i+[(d+, d−), (D+, D−)] and at least so many solutions with
u′(0) < 0 like the negative intersection index i−[(d+, d−), (D+, D−)].

3. A result for strictly monotone time-mappings

We present in this section some suitable conditions under which we have a
strictly monotone time-map. Hence, according to the remarks after Lemmas
2.2 and 2.8, they can be applied to obtain an exact number of solutions, .

We shall confine ourselves only to the consideration of τ(κ) for κ > 0. The
situation in which κ < 0 is completely symmetric and therefore can be discussed
using the same arguments.

For simplicity, we suppose that φ : R → R is an odd increasing homeomor-
phism which is of class C1 in R

+
0 and such that

(φ2) lim
s→0+

s2φ′(s) = 0

and we also assume that f : R → R satisfy (f1). Let u(·) be a solution of (3)
for some κ > 0.

From the energy relation (4) we can compute the distance τ(κ) of two
consecutive zeros of u in an interval where u > 0 by the formula

τ(κ) = 2

∫ R

0

ds

L−1
r (F (R)− F (s))

, with F (R) = L(κ), R > 0,

where the number “2” comes from the fact that, by the symmetry of φ, we
have that the time from t = 0 to the point of maximum of u is the same like
the time from the point of maximum of u and t = τ(κ).

For convenience in the next proof, we also introduce the function

Ψ(s) := φ′(L−1
r (s))(L−1

r (s))2,

which, by the assumptions on φ, is defined and continuous for every s > 0 and,
by (φ2) can be extended by continuity to the origin, putting Ψ(0) = 0.

Then, the following result can be proved:

Lemma 3.1. Assume (φ2) and suppose that the function Ψ is convex (respec-
tively, concave) in R

+. Then, the map κ 7→ τ(κ) is strictly decreasing (respec-
tively, strictly increasing) if the map s 7→ sf(s)−Ψ(F (s)) is strictly increasing
(respectively, strictly decreasing).

Proof. First of all, via the change of variables s = Rt, we write the integral
for τ(κ) as

τ(κ) = 2

∫ 1

0

Rdt

L−1
r (F (R)− F (Rt))

,
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so that, in order to prove that τ(·) is strictly decreasing (respectively, strictly
increasing) for κ in a certain interval, say κ ∈ ]α, β[ , with 0 ≤ α < β ≤ +∞,
we may prove that, for each t ∈ ]0, 1[ the map R 7→ (L−1

r (F (R) − F (Rt)))/R
is strictly increasing (or strictly decreasing) on ]α1, β1[ , where we have set
α1 = F−1

r (L(α)) and β1 = F−1
r (L(β)). To do this, we compute the derivative

with respect to R for any fixed t ∈ ]0, 1[ . Then, at the numerator we find

Rf(R)−Rtf(Rt)

L′(L−1
r (F (R)− F (Rt)))

− L−1
r (F (R)− F (Rt)).

Recalling that L′(ξ) = ξφ′(ξ) and the definition of Ψ, we conclude that τ is
strictly decreasing (strictly increasing) in ]α, β[ , if

Rf(R)−Rtf(Rt)−Ψ(F (R)− F (Rt)) > 0 (7)

holds every R ∈ ]α1, β1[ and all t ∈ ]0, 1[ . Now, according to the assumption,
we have that Ψ is a convex function and recall also that Ψ(0) = 0. From
this, it follows that Ψ(a + b) ≥ Ψ(a) + Ψ(b) for all a, b ≥ 0 and therefore,
Ψ(x − y) ≤ Ψ(x) − Ψ(y) for all 0 < y < x. Hence, we have that Ψ(F (R) −
F (Rt)) ≤ Ψ(F (R)) − Ψ(F (Rt)) holds for every R ∈ ]α1, β1[ and all t ∈ ]0, 1[
and therefore, in order to prove (7) it will be sufficient to prove that

Rf(R)−Rtf(Rt)− [Ψ(F (R))−Ψ(F (Rt))] > 0

holds for every R ∈ ]α1, β1[ and all t ∈ ]0, 1[ .
Now, to have this last inequality satisfied it will be enough to have that the

function R 7→ Rf(R)−Ψ(F (R)) is strictly increasing on the interval ]0, β1[ .
In case that the function Ψ is concave, we use the inequality Ψ(x − y) ≥

Ψ(x) − Ψ(y) for all 0 < y < x and obtain that the time-mapping is strictly
increasing on ]α, β[ provided that the map R 7→ Rf(R)−Ψ(F (R)) is strictly
decreasing in the interval ]0, β1[ .

Note that if φ is of class C2 in R
+
0 , then the map Ψ is convex (respectively,

concave) provided that sφ′′(s)/φ′(s) is increasing (respectively, decreasing) on
R

+
0 . In the special case of φ = φp , for some p > 1, we have that sφ′′(s)/φ′(s)

is a positive constant.
An elementary application of Lemma 3.1 is the following:

Corollary 3.1. For φ = φp , with p > 1, the following holds: The map κ 7→

τ(κ) is strictly decreasing (respectively, strictly increasing) if the map s 7→ f(s)
sp−1

is strictly increasing (respectively, strictly decreasing).

Proof. In this case, by a direct computation, we have that Ψ(s) = ps, so
that all the assumptions on Ψ are satisfied and the auxiliary function s 7→
sf(s) − Ψ(F (s)) takes the form of sf(s) − pF (s), which, in turn, is strictly

increasing (respectively, strictly decreasing) if the map s 7→ f(s)
sp−1 is strictly

increasing (respectively, strictly decreasing), too.
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Corollary 3.1 extends a classical result obtained by Opial [24] for the case
p = 2. Other estimates for the time-mappings associated to the φp or the
φ-operators can be found in [17], [18], [20] and [23].

A variant of Lemma 3.1 which gives as a consequence Corollary 3.1 as well,
is the following.

Lemma 3.2. Assume (φ2) and suppose that there is a constant θ > 0 such that
Ψ(s) ≤ θs (respectively Ψ(s) ≥ θs) for all s ≥ 0. Then, the map κ 7→ τ(κ)

is strictly decreasing (respectively, strictly increasing) if the map s 7→ f(s)
sθ−1 is

strictly increasing (respectively, strictly decreasing).

This result still admits a little variant, in the sense that if we know that

Ψ(s) < θs for s > 0, then it will be sufficient to assume s 7→ f(s)
sθ−1 increasing

(weakly) in order to have τ strictly decreasing in κ and, conversely, if Ψ(s) > θs

for s > 0, then τ is strictly increasing when s 7→ f(s)
sθ−1 is decreasing (weakly).

As a final remark for this section, we observe that all the results presented
here can be extended, modulo suitable changes, if we assume that there are
−∞ ≤ a < 0 < b ≤ +∞ and −∞ ≤ c < 0 < d ≤ +∞, such that φ : ]a, b[→
]c, d[ is a strictly increasing bijection with φ(0) = 0 and also we suppose that
φ is of class C1 in R

+
0 with s2φ′(s) → 0, as s→ 0±.

In this situation, however, the results of monotonicity for the time-
mapping will have their range of validity only for a suitable neighborhood
of the origin. More precisely, for u′(0) = κ > 0, we have to take κ ∈
]0, β[ , with β = min{b,L−1

r (L(a))} and the corresponding R’s will vary
in ]R−1

l (L(β)), F−1
r (L(β)[ . For u′(0) = κ < 0, we have to take κ ∈

]α, 0[ , with α = max{a,L−1
l (L(b))} and the corresponding R’s will vary in

]F−1
l (L(α), F−1

r (L(α))[ .

4. Examples

In this section we illustrate some of our results through simple examples.

Example 1. Let p, q > 1 and define the homeomorphism φ by

φ(s) =

{

φp(s), for s ≥ 0,

φq(s), for s ≤ 0.
(8)

Also, let us denote by B the well known beta function (see for
example [1, p. 258])

B(m,n) =

∫ 1

0

xm−1(1− x)n−1dx,
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which we recall is convergent for m, n > 0. Then, for any positive h, we
find that

L · x(h) =

(

p

µ

)
1
p

[

(

1

p′

)
1
p
∫ 1

0

dz

(1− zp)
1
p

+

(

1

q′

)
1
q
∫ 1

0

dz

(1− zp)
1
q

(µh)
1
p−

1
q

]

=
πp

2µ
1
p

+
B( 1

p
, 1
q′
)

p
1

p′ (q′)
1
q

·
h

1
p−

1
q

µ
1
q

and

L · y(h) =
( q

ν

)
1
q

[

(

1

q′

)
1
q
∫ 1

0

dz

(1− zq)
1
q

+

(

1

p′

)
1
p
∫ 1

0

dz

(1− zq)
1
p

(νh)
1
q−

1
p

]

=
πq

2ν
1
q

+
B( 1

q
, 1
p′ )

q
1

q′ (p′)
1
p

·
h

1
q−

1
p

ν
1
p

,

where x(h) and y(h) are referred to the equation in (Pµ,ν). We also have

T+
1,∞(Λ) =

( p

Λ

)
1
p

[

(

1

p′

)
1
p
∫ 1

0

dz

(1− zp)
1
p

]

=
πp

2Λ
1
p

,

T+
2,∞(Λ) =











0, if q < p,
πp

2Λ
1
p

, if q = p,

+∞ , if q > p,

T−
2,∞(Λ) =

( q

Λ

)
1
q

[

(

1

q′

)
1
q
∫ 1

0

dz

(1− zq)
1
q

]

=
πq

2Λ
1
q

,

T−
1,∞(Λ) =











+∞, if q < p,
πq

2Λ
1
q

, if q = p,

0 , if q > p.

Finally,

T+
∞(Λ) =































πp

2Λ
1
p

, if q < p,

πp

Λ
1
p

, if q = p,

+∞ , if q > p

and T−
∞(Λ) =































+∞ , if q < p,

πp

Λ
1
p

, if q = p,

πp

2Λ
1
p

, if q > p.

We note that when p = q, the (PPFS) at infinity is S+(∞) = ∪∞
i=1C

+
i (∞),

where

C+
2j−1(∞) =

{

(µ, ν) ∈ (R+
0 )

2 :
j

µ
1
p

+
j − 1

ν
1
p

=
L

πp

}
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and

C+
2j(∞) =

{

(µ, ν) ∈ (R+
0 )

2 :
j

µ
1
p

+
j

ν
1
p

=
L

πp

}

This set is clearly a part of the standard Fuč́ık spectrum for the one-
dimensional p-Laplacian with respect to the Dirichlet boundary conditions on
]0, L[ . On the other hand, when p > q, the (PPFS) at infinity is actually made
only by the line

C+
1 (∞) =

{

(µ, ν) ∈ (R+
0 )

2 : µ =

(

πp
2L

)p}

and when p < q, it is empty.
Similarly, we have that

T+
1,0(Λ) =

πp

2Λ
1
p

, T+
2,0(Λ) =











∞ , if q < p,
πp

2Λ
1
p

, if q = p,

0 , if q > p,

T−
2,0(Λ) =

πq

2Λ
1
q

, T−
1,0(Λ) =











0 , if q < p,
πq

2Λ
1
q

, if q = p,

+∞ , if q > p.

Hence,

T+
0 (Λ) =































+∞ , if q < p,

πp

Λ
1
p

, if q = p,

πp

2Λ
1
p

, if q > p

and T−
0 (Λ) =































πq

2Λ
1
q

, if q < p,

πp

Λ
1
p

, if q = p,

+∞ , if q > p.

Clearly, when p = q, the (PPFS) at zero is the same as the one at infinity,
while, when p > q it is empty and, when p < q it consists of the single line

C+
1 (0) =

{

(µ, ν) ∈ (R+
0 )

2 : µ =

(

πq
2L

)q}

.

Again, we can explicitly describe the (NPFS) at infinity and at zero. In
particular, when p = q, the (NPFS) at infinity is S+(∞) = ∪∞

i=1C
−
i (∞), where

C−
2j−1(∞) =

{

(µ, ν) ∈ (R+
0 )

2 :
j − 1

µ
1
p

+
j

ν
1
p

=
L

πp

}
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and

C−
2j(∞) =

{

(µ, ν) ∈ (R+
0 )

2 :
j

µ
1
p

+
j

ν
1
p

=
L

πp

}

.

To show the role of the strong asymmetry when p 6= q for the map φ defined

in (8), we consider f satisfying (f1) and assume that f(s)
φ(s) → a± as s→ 0± and

f(s)
φ(s) → A± as s→ ±∞, for some positive constants a± and A±. Then, if p > q,

it follows that problem (P ) has at least one solution with positive slope at t = 0
if A+ >

( πp

2L

)p
and it has at least one solution with negative slope at t = 0

if a− >
( πq

2L

)q
.

We remark that, according to [20], the same spectra at infinity (or, respec-
tively, at zero) is obtained, and therefore, the same application to problem (P )
will occur for any function φ having the form of

φ(s) =

{

ψ1(s), for s ≥ 0,

ψ2(s), for s ≤ 0,

where ψ1 : R
+ → R

+ and ψ2 : R
− → R

− are increasing bijections with
ψi(0) = 0 and

lim
s→+∞, 0+

ψ1(σs)

ψ1(s)
= σp−1, for allσ > 0,

and

lim
s→−∞, 0−

ψ2(σs)

ψ2(s)
= σq−1, for allσ > 0,

for some p, q > 1.

Example 2. Continuing along this direction, we could consider (like it was
done in [20] for an odd φ), the case of a φ-function such that for some p, q > 1,

lim
s→±∞

φ(σs)

φ(s)
= σp−1, for allσ > 0, (9)

and

lim
s→0±

φ(σs)

φ(s)
= σq−1, for allσ > 0. (10)

Hence, we have a (PPFS) and also a (NPFS) at infinity and one at zero, which
are the same like those for the p-Laplacian and the q-Laplacian, respectively.
Observe that here we do not assume the φ to be odd. For instance, a map of
the form

φ : s 7→



























φp(s), s ≤ −1,

φq(s), −1 ≤ s ≤ 0,

log(1 + sq−1), 0 ≤ s ≤ 1,

φp(s) log(1 + s), s ≥ 1,



140 M. GARCÍA-HUIDOBRO ET AL.

is suitable for our applications.
As a consequence of Theorem 2.1, we have the following

Corollary 4.1. Let φ satisfy (φ1), (9), and (10). Suppose that there are
positive numbers a+, a−, A+, A− such that

lim
s→0+

f(s)

φ(s)
= a+, lim

s→0−

f(s)

φ(s)
= a−

and

lim
s→+∞

f(s)

φ(s)
= A+, lim

s→−∞

f(s)

φ(s)
= A−.

Assume also that there are k, ℓ ∈ N with k 6= ℓ such that, for k = 2j

j

(a+)
1
q

+
j − 1

(a−)
1
q

<
L

πq
<

j

(a+)
1
q

+
j

(a−)
1
q

and for k = 2j + 1

j

(a+)
1
q

+
j

(a−)
1
q

<
L

πq
<

j + 1

(a+)
1
q

+
j

(a−)
1
q

while, for ℓ = 2i,

i

(A+)
1
p

+
i− 1

(A−)
1
p

<
L

πp
<

i

(A+)
1
p

+
i

(A−)
1
p

and for ℓ = 2i+ 1,

i

(A+)
1
p

+
i

(A−)
1
p

<
L

πp
<

i+ 1

(A+)
1
p

+
i

(A−)
1
p

Then, problem (P ) has at least |k − ℓ| solutions with u′(0) > 0.

Clearly, a symmetric result holds for the (NPFS).
To show an application of Corollary 4.1 which resembles the one given in

the Introduction (this time for q = 2), we consider the following situation.

Example 3. Let φ : R → R be an increasing bijection which is of class C1

in a neighborhood of zero, with φ′(0) > 0 and satisfies (9) for some p > 1.
Suppose also that we have

lim
s→0+

f(s)

φ(s)
= lim

s→+∞

f(s)

φ(s)
= a

lim
s→0−

f(s)

φ(s)
= lim

s→−∞

f(s)

φ(s)
= b



FUČÍK SPECTRUM AND NUMBER OF SOLUTION 141

Assume that (a, b) is in some region Z+
j1
(0) ∩ Z−

j2
(0). Then, for p > 1 suf-

ficiently large, problem (P ) for the interval [0, π] has at least j1 − 2 solutions
with u′(0) > 0 and at least j2 − 2 solutions with u′(0) < 0.

Indeed, L/πp = π/πp → π/2 < 2 as p → +∞ and, at the same time,

a−
1
p + b−

1
p → 2, so that the pair (a, b) belongs to the second region for both

the positive and the negative (PFS) at infinity, for large p.
We remark that, in any case, |j1 − j2| ≤ 1.
An example of a function like the φ considered here is the following:

φ(s) =
log(1 + |s|)

log(1 + |s|1−p)
sgn(s) .

Appendix

We present here some technical estimates for the comparison of the time-
mappings associated to the quasilinear differential equations

(φ(u′))′ + g1(u) = 0 (A.1)

and

(φ(u′))′ + g2(u) = 0 (A.2)

where, throughout this section, we assume that φ : R → R is an increasing
bijection with φ(0) = 0 satisfying (φ1) and g1, g2 : R → R are continuous
functions satisfying assumption (f1). We also denote by Gi(s) =

∫ s

0
gi(ξ) dξ

the primitives of gi .
According to the notation previously introduced, we consider the time-

mappings

Tgi(R) :=

∣

∣

∣

∣

∣

∫ R

0

ds

L−1
r (Gi(R)−Gi(s))

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∫ R

0

ds

L−1
l (Gi(R)−Gi(s))

∣

∣

∣

∣

∣

(for i = 1, 2), which represent the distance of two consecutive zeros of a solution
of (φ(u′))′+gi(u) = 0 in an interval where such a solution is positive (negative)
and achieves its maximum (minimum) value R.

Lemma A.1. Assume that there is R∗ > 0 such that

|g1(s)| ≤ |g2(s)| (or |g1(s)| < |g2(s)| ),

holds for all 0 < s ≤ R∗ , or, respectively, for all −R∗ ≤ s < 0. Then, Tg2(R) ≤
Tg1(R) (or Tg2(R) < Tg1(R)), for all 0 < R ≤ R∗ or, respectively, for all
−R∗ ≤ R < 0.
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Proof. We consider only the case when R > 0, being the other one completely
symmetric. Then, by the assumption, given any R ∈ ]0, R∗], we have that
g1(s) ≤ g2(s) (or g1(s) < g2(s)) for all s ∈ ]0, R]. Hence,

G1(R)−G1(s) =

∫ R

s

g1(ξ) dξ ≤

∫ R

s

g2(ξ) dξ = G2(R)−G2(s)

(or G1(R)−G1(s) < G2(R)−G2(s)) holds for each 0 < s ≤ R. From this and
the definition of Tgi(R), the result immediately follows.

Lemma A.2. Assume that there is R∗ > 0 such that

|g1(s)| ≤ |g2(s)|,

holds for all s ≥ R∗ , or, respectively, for all s ≤ −R∗. Then, for each ε > 0
there is Rε > R∗ such that

Tg2(R) ≤ Tg1(R) + ε

holds for all R > Rε , or, respectively, for all R < −Rε .

Proof. As before, we discuss only the case when R > 0. Let ui be the solution of
(φ(u′))′+ gi(u) = 0, for i = 1, 2, with ui(0) = 0 and maxui = u(t∗i ) = R > R∗ .
From the equation, we see that ui is strictly increasing in [0, t∗i ] and strictly
decreasing in [t∗i ,Tg1(R)]. Hence there are uniquely determined t−i and t+i , with
0 < t−i < t∗i < t+i < Tg1(R), such that ui(t) ≥ R∗ for t ∈ [0,Tg1(R)] if and
only if t ∈ [t−i , t

+
i ]. By the same argument like in the proof of Lemma A.1, it

easily follows that
∫ R

R∗

ds

L−1
r (G2(R)−G2(s))

+

∫ R

R∗

ds

|L−1
l (G2(R)−G2(s))|

≤

∫ R

R∗

ds

L−1
r (G1(R)−G1(s))

+

∫ R

R∗

ds

|L−1
l (G1(R)−G1(s))|

.

Therefore, we have that

Tg2(R)− Tg1(R)

≤
∑

i=1,2

((t+i − t∗) + (t∗ − t−i ))

=
∑

i=1,2

(

∫ R∗

0

ds

L−1
r (Gi(R)−Gi(s))

+

∫ R∗

0

ds

|L−1
l (Gi(R)−Gi(s))|

)

≤
∑

i=1,2

(

R∗

L−1
r (Gi(R)−Gi(R∗))

+
R∗

|L−1
l (Gi(R)−Gi(s))|

)

holds for each R > R∗. At this point, the result easily follows, using (f1) and
letting R→ +∞.
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The next result is a straightforward consequence of Lemma A.2

Corollary A.1. Assume that there is R∗ > 0 such that

|g1(s)| ≤ |g2(s)|,

holds for all s ≥ R∗ , or, respectively, for all s ≤ −R∗. Then

lim sup
R→+∞

Tg2(R) ≤ lim inf
R→+∞

Tg1(R)

(respectively, lim supR→−∞ Tg2(R) ≤ lim infR→−∞ Tg1(R)).
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“Authors must abide by high standards of research integrity and good scholar-
ship. It is the responsibility of authors to submit a well written, mathematically
correct article, if necessary seeking advice if it is not written in their native lan-
guage, to clearly describe any novel and non-trivial content, and to suitably
acknowledge the contributions of others, including referees. Submission of a
paper to a journal implies that it is not currently under consideration by any
other journal, and that any substantial overlap with other published or submit-
ted papers is duly acknowledged. In addition authors should be responsive to
correspondence with the journal. Multiple authors should communicate fully,
speak with one voice, and accept mutual responsibility in their communications
with the journal. All authors are expected to have materially contributed to
the paper, and to be familiar with its content.”
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