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**Sommario**

Negli ultimi anni abbiamo assistito a rapidi progressi nella ricerca sul grafene, che è uno dei settori più dinamici in fisica dello stato solido, chimica e scienze dei materiali. Il crescente interesse della comunità scientifica verso il grafene, motivato dalle uniche proprietà di questo materiale e dalla vasta gamma di applicazioni per le quali si prospetta un suo utilizzo, ha suscitato un notevole interesse anche verso altri cristalli due-dimensionali (2D) e, in particolar modo, sul nitruro di boro esagonale ($h$-BN). Nonostante il notevole sforzo profuso, una serie di sfide attende ancora la comunità scientifica prima che le potenzialità dei cristalli 2D possano essere pienamente sfruttate, come lo sviluppo di metodi affidabili per la crescita di monostrati atomici di grafene e $h$-BN di alta qualità e la possibilità di modificare in modo controllato la struttura elettronica del grafene.

L’attività di ricerca che ho condotto affronta questi temi focalizzandosi sulla crescita di grafene e $h$-BN sulle superfici dei metalli di transizione – che viene considerata oggi come una delle migliori soluzioni per la produzione su larga scala di strati monoatomici con bassa concentrazione di difetti – e sull’indagine di alcune proprietà fondamentali legate alla presenza del substrato metallico, ma affronta anche problemi legati alla fabbricazione di dispositivi basati sul grafene.

In questo contesto, uno degli obiettivi iniziali è stato fare luce sulla morfologia e sulla struttura elettronica del $h$-BN cresciuto sulla superficie Ir(111), oltreché migliorare la strategia per la sintesi di monostrati atomici di $h$-BN di alta qualità.

In una seconda fase, l’attenzione è stata rivolta alla possibilità di controllare finemente le proprietà elettroniche del grafene modificando l’interazione grafene-substrato attraverso l’intercalazione di specie atomiche e molecolari all’interfaccia con il metallo. Questo processo è stato studiato in condizioni di debole (Ir) e forte (Ru) interazione del grafene con il substrato metallico.

Mi sono inoltre occupato di un aspetto maggiormente inerente al settore tecnologico, ovvero lo sviluppo di un metodo per la sintesi diretta di grafene su dielettrici (ossidi).

L’ultimo obiettivo è stato quello di caratterizzare la struttura geometrica di un singolo strato di grafene funzionalizzato con atomi di azoto, che è riconosciuto come una delle vie più dirette per manipolare la chimica di superficie del grafene ed indurre un drogaggio di tipo $n$.

L’uso combinato di una molteplicità di tecniche sperimentali di scienza delle superfici è risultato essere un approccio efficace per conseguire gli obiettivi di questo progetto, avendo fornito l’accesso alla comprensione di diverse proprietà dei sistemi in esame.
Abstract

Recent years have witnessed fast advancements in the research on graphene, which is one of the most active fields in condensed matter physics, chemistry and materials science. The rising interest of the scientific community in graphene, motivated by its fascinating properties and wide range of potential applications, has triggered substantial interest also on other two-dimensional (2D) atomic crystals, and particularly on hexagonal boron nitride (h-BN). In spite of much effort, a number of challenges still await the scientific community before the full potential of 2D atomic crystals can be exploited, such as the development of reliable methods for the growth of high-quality graphene and h-BN single layers or the possibility to tune the graphene electronic structure.

The research activity I have been pursuing faces these requirements by focusing on the growth of graphene and h-BN on transition metal surfaces – which appears as the most direct route towards a scalable production of single layers with low concentration of defects – and the investigation of fundamental properties related to the presence of the metal support, but also tackles issues which have a direct link to the fabrication of carbon-based devices.

In this regard, one of the first targets has been to shed light on the morphology and the electronic structure of h-BN on Ir(111), and to improve the growth strategy for the synthesis of high-quality h-BN layers.

I have subsequently turned my attention to the fine tuning of graphene electronic properties by tailoring the graphene-substrate interaction through intercalation of foreign atoms at the metal interface. This was investigated in the extreme situations of weak (Ir) and strong (Ru) coupling of graphene with the metal support.

I have also focused on an aspect which is related to a specific technological issue, that is, the development of an approach for the direct synthesis of graphene on insulating oxide layers.

Lastly, the structural geometry of single layer graphene functionalized with nitrogen atoms, which is considered as one of the most promising approaches to manipulate graphene chemistry and induce $n$-doping, was also addressed.

The combined use of several surface science experimental techniques has been proved to be of a powerful approach to achieve the targets of this project, having given access to the understanding of different properties of the systems under investigation.
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Chapter 1

Introduction

The periodic table counts 114 elements\(^1\), but life on earth needs just five of them: hydrogen, carbon, nitrogen, oxygen and phosphorus, \(i.e.\) the fundamental constituents of DNA. Among these elements, carbon in undoubt-edly the most important, being the key component of every molecule used in the processes of living organisms. The magic of carbon relies in its ability to form different kinds of bonds with neighboring atoms, resulting in a flexibility that gives rise to an unlimited variety of carbon-based structures. It can crystallize forming tetrahedral \(sp^3\) hybrid bonds, such as in the diamond structure, or exist in the \(sp^2\) hybridized bonding configuration, like in graphite.

Carbon was already known to the prehistoric civilizations in the form of charcoal, but reached its moment of greatest glory in the second half of 18th century when it was used, during the industrial revolution, as fuel in steam engines. The experimental investigation of this element has rapidly progressed during the 19th century, when the central role played by carbon in organic matter became clear. In 1865, the German chemist F. A. Kekule realized that benzene is a cyclic molecule. Since then, developments and fundamental discoveries on this element multiplied. More recently, research on carbon gained new interest thanks to the first observation of its 0D and 1D allotropic forms, namely, fullerenes \(\cite{2}\) in 1985 and nanotubes \(\cite{3}\) in 1991. In 2004, the first isolation of graphene \(\cite{4}\), the 2D carbon allotrope, extended the carbon family, which obviously includes also the graphite and diamond 3D forms\(^2\) (see fig. 1.1). The full range of dimensionality arrangements exhibited by carbon, has given to researchers the opportunity to go

---

\(^1\)At least at the moment! This is the number of elements officially recognized by the International Union of Pure and Applied Chemistry (IUPAC). Very recently, the superheavy element with atomic number 115, ununpentium, has been artificially created by shooting a beam of calcium atoms (20 protons) onto a target made by americium (95 protons) \(\cite{1}\).

\(^2\)The carbon family could get enlarged soon with the arrival of carbyne, a 1D chain of \(sp\)-hybridized carbon atoms which has been theoretically predicted to be stable at room temperature \(\cite{5}\).
beyond the investigation of 3D bulk systems, providing access to the world of the carbon-based low-dimensional materials.

Low-dimensional materials refers to a new class of materials in which the atomic organization along one or more physical dimension(s) is constrained to the nanometer (atomic) scale. When compared to their bulk counterparts, low-dimensional systems exhibit new intriguing phenomena arising from quantum confinement, due to the constraints on the physical dimensions, and surface effects, due to the higher surface-to-volume ratio. Consequently, over the past twenty years, researchers have drawn great attention to the new physical and chemical properties of carbon-based nanosystems, which may be fruitful in a wide range of novel applications, some of which are soon expected on the market. Low-dimensional systems, therefore, are not just a playground for theoreticians.

In the past years, much effort has been spent in the synthesis of 0D
(nanoparticles and nanodots), 1D (nanotubes) and 3D carbon-based materials. The investigation of 2D systems, instead, has remained absent until the development of processes for preparing free-standing graphene [7]. The advancements in the techniques for the synthesis of graphene and, later on, for the manipulation of its properties, have provided new possibilities also for other 2D systems, like hexagonal boron nitride (h-BN) and transition metal dichalcogenides. To date, graphene and graphene-like 2D materials are one of the most active fields of research in condensed matter physics and materials science.

The research reported in this thesis concerns the experimental investigation of graphene and h-BN single layers epitaxially grown on a variety of metallic substrates, and specifically focuses on the characterization, controllable synthesis and functionalization of these 2D atomic crystals. These fundamental studies play a crucial role in virtue of the high potential that graphene and h-BN layers have for various applications.

**It's not all graphene.** Research on graphene has literally exploded since its isolation was first demonstrated in 2004 [8]. Owing to its extreme properties – including the high carrier mobility at room temperature ($2.5 \times 10^5 \text{ cm}^2 \text{ V}^{-1} \text{ s}^{-1}$) [9], good optical transparency (97.7%) [10], high Young’s modulus ($\approx 1 \text{ TPa}$) [11] and excellent thermal conductivity (above 3000 $\text{ W m}^{-1} \text{ K}^{-1}$) [12] – and unique band structure, e.g. the charge carries are massless relativistic particles which exhibit the integer and the fractional quantum Hall effect in magnetic fields [13], the worldwide scientific community not only got immediately interested in fundamental research on this material, but also quickly recognized the great potential of graphene for a number of different applications, kicking off the golden age of materials science. There is no wonder that the two scientists who first performed groundbreaking experiments on graphene, A. K. Geim and K. S. Novoselov, were awarded the 2010 Physics Nobel Prize. Past and recent years have witnessed many breakthroughs in graphene research as well as relevant advancements in its mass production. Thousands of papers have been published covering all topics of graphene research: from characterization of the peculiar physical properties arising from the unusual linear $\pi$-band dispersion at the Fermi level, to manipulation of the electronic properties and device applications.

Although some theoretical aspects of the many-body physics have not yet been completely understood, making fundamental research on graphene still intriguing, we can probably state that work on graphene is at present mostly about applications. Furthermore, the attention of the scientists has gradually shifted from ‘simple’ graphene towards other low-dimensional (2D) atomic materials, including h-BN, transition metal dichalcogenides and layered oxides [14, 15]. The common feature of these mate-
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The popularity achieved in the last decade, the study of graphene is not new and dates back much longer. Graphene linear energy dispersion at the $K$-point of the Brillouin zone was theoretically predicted already in 1947 by P. R. Wallace [19]. The properties and growth of ‘monolayer graphite’ on transition metals were first studied in the late 60’s [20, 21]. At that time, graphene was mainly considered as an undesired surface contaminant resulting from hydrocarbons dissociation promoted by the catalytic activity of the metal substrate. Graphene formation on silicon carbide (SiC) was also reported already in 1975 [22]. However, these early surface science studies were not aimed to investigate the electronic properties at all, because 2D materials were predicted to be thermodynamically unstable and,
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therefore, could not exist [23, 24]. Only the development of a suitable mechanical exfoliation method, in 2004, allowed to isolate high-quality graphene from highly oriented pyrolytic graphite (HOPG) and to verify the predicted unusual physical properties [8]. This plethora of unique properties includes: the anomalous quantum Hall effect, the ambipolar field effect, the extremely high mobility and ballistic transport at room temperature, just to name a few [25].

Top-down exfoliation methods are commonly used to obtain single or few layers from 3D stacked structures by breaking the relatively weak van der Waals forces that keep the individual atomic planes together. Despite its simplicity, mechanical cleavage of bulk graphite [7] does not meet the requirements for a large-scale graphene production, but allows the preparation of very high-quality samples that are currently used for the investigation of fundamental properties such as ballistic transport, carrier mobility and so on. Liquid-phase exfoliation of graphite [26] results in small flakes, which might contain graphene components with several layers. Nonetheless, this technique is promising for the high volume production, and is therefore still suitable for products like conductive inks, printable electronics and coatings.

Graphene can be also synthesized directly on SiC wafers through an effective bottom-up approach [27]. At very high temperatures, the silicon atoms sublimate leaving a graphitized surface. Despite the high quality and the sizeable dimensions of the resulting crystallites, graphene growth on SiC has several drawbacks. These include the high growth temperature, that is not compatible with existing silicon electronics, and the cost of SiC wafers. Chemical vapor deposition (CVD) on metal supports is a very promising approach towards graphene production at large scale, with controllable thickness and excellent electronic properties [28]. This well-established method comprises the catalytic dissociation of hydrocarbons (usually ethylene, methane or acetylene) on the hot metal substrate accompanied by hydrogen desorption and the subsequent assembly of graphene. The process is self-limited to the growth of a single layer because it involves a chemical reaction on the active metal surface and, therefore, is strongly suppressed once the substrate is fully covered with graphene, which is completely inert. This approach allows the synthesis of graphene layers with high degree of purity and large grain sizes, depending on the growth parameters. However, electronic applications need graphene on top of an insulating substrate, rendering a transfer process necessary. The transfer consists in the stabilization of the graphene film by a polymer support combined with etching of the metal template and, eventually, release of the graphene onto a target substrate. This procedure obviously adds complications, since it may introduce defects in the lattice or leave polymer residuals on the graphene surface. It would be desirable to avoid this step, for example, by developing a method that allows graphene growth directly
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Figure 1.2: Both $h$-BN and graphene are $sp^2$ hybridized honeycomb structures with very similar lattice constants $a_{hBN} = 2.50 \, \text{Å}$ and $a_{GR} = 2.46 \, \text{Å}$, respectively.

onto arbitrary substrates. In this regard, intercalation of a buffer layer, such as Si, potentially provide a new way to decouple CVD graphene from its metallic substrate [29].

As already pointed out, most of the interest in graphene is related to its potential application in next-generation nanoelectronics. Therefore, effort has been devoted to develop new approaches to fine-tune graphene electronic structure and, in particular, to open a band gap: applying electric and magnetic fields to change the density of states, introducing quantum confinement in nanoribbons and quantum dots, varying the concentration and type of defects, bilayer control and tailoring the carrier densities through functionalization with atomic species [30]. However, up to now, all these approaches had limited success. Fundamentally, it is possible to open a band gap, but this leads to the lowering of carrier mobility, which is one of the most striking features of graphene that one would like to exploit.

**Hexagonal boron nitride.** The $h$-BN single layer is isostructural to graphene, but it is made up of boron and nitrogen atoms alternating in a $sp^2$-honeycomb lattice [31]. However, unlike graphene, $h$-BN is an electric insulator with a wide band gap of about 5.9 eV [32].

The approaches for the production of $h$-BN and graphene layers are rather similar. Single or few-layered $h$-BN can be extracted by mechanical or liquid exfoliation from cubic boron nitride [33, 34]. However, these techniques generally suffer either by very low yield, introduction of defects in the lattice or poor control on the number of layers. High-quality $h$-BN
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films can be obtained by CVD on hot metal surfaces, including metal foils or single crystal surfaces such as nickel, palladium, platinum and ruthenium [35, 36]. Different precursors have been used: independent nitrogen and boron sources, like diborane (B$_2$H$_6$) and ammonia (NH$_3$) mixtures, or single precursors such as ammonia borane (H$_3$BNH$_3$), borazine (B$_3$N$_3$H$_6$) or trichloroborazine (ClBNH$_3$), which have the advantage of a 1:1 B:N stoichiometry.

Owing to its chemical and thermal stability, the $h$-BN nanomesh is very promising as template for trapping molecules in a controlled ordered fashion, thus opening the doors to the engineering of molecular architectures [37]. Moreover, with a lattice constant value very close to that of graphene and a smooth atomic surface free of dangling bonds and charge traps, $h$-BN provides a superior insulating platform to build high-performance graphene devices. Indeed, the use of $h$-BN as a substrate for high-quality graphene electronics has been shown to improve the carrier mobilities and inhomogeneities of one order of magnitude with respect to devices on SiO$_2$ [38]. Shortly after this discovery, thick boron nitride was used as a gate dielectric in a BN-graphene-BN structure [39], as a tunneling barrier [40] and in graphene-based vertical transistors [18].

It is not hard to imagine that the combination of carbon, boron and nitrogen atoms in the same honeycomb structure could offer many configurations that are intermediate between those of pure graphene (zero-gap semiconductor) and $h$-BN (insulator). Theoretical studies have already anticipated that the electronic properties, and the band gap particularly, would depend on the composition of the three elements in the hexagonal lattice [41]. Obviously this would pave the way to band gap engineering. However, the experimental realization of such structures is still challenging because they tend to form C and BN domains, avoiding the formation of a homogeneous and controlled BCN phase [41].

Other 2D atomic crystals. Beyond graphene and $h$-BN, there are many other known single- and few-layered 2D materials. A representative class of such crystalline structures is that of transition metal dichalcogenides (TMDs), whose general formula is MX$_2$, where M is a transition metal atom from group 4-10 and X is a chalcogen [42]. TMDs have received great attention because they exhibit many appealing properties [43]. Depending on the coordination and oxidation state of the metal atom, bulk TMDs can be insulating, such as HfS$_2$, semiconducting, like MoS$_2$, WS$_2$ or metallic such as NbS$_2$ and VS$_2$. Exfoliation of these materials into single layers leads to drastic changes in the electronic structure because of lateral confinement effects. For instance, MoS$_2$ exhibits a transition from an indirect band gap ($E_g = 1.29$ eV) to a direct band gap ($E_g = 1.90$ eV) in going from bulk to single layer, making MoS$_2$ a promising candidate for optoelectronic de-
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Vices in which it interacts with light, particularly in the visible region [44]. There is also interest in using monolayer MoS\textsubscript{2} in FET devices, due to its on/off ratio $> 10^8$ and to a room temperature mobility larger than 200 cm\textsuperscript{2} V\textsuperscript{-1} s\textsuperscript{-1}, which is lower than in graphene but still high compared to other thin-film semiconductors [45]. It is worth noting that research on TMDs focused particularly on exfoliated MoS\textsubscript{2} because of the availability of the parent bulk material, \textit{i.e.} molybdenite crystals, a condition that is not fulfilled for the other metal chalcogenides.

Another interesting group of layered materials is that of 2D oxides, which can be potentially used as high-k dielectrics in next-generation nanoelectronics. However, many of these materials, such as Al\textsubscript{2}O\textsubscript{3}, TiO\textsubscript{2}, ZrO\textsubscript{2}, HfO\textsubscript{2} and Ta\textsubscript{2}O\textsubscript{5}, suffer from relatively low values of the dielectric constant $\epsilon_r$, typically $< 100$ [15]. In this respect, titania and perovskite-like oxide nanosheets exhibit superior high-k performances ($\epsilon_r > 100$) even at thicknesses of few nanometers, which is an essential requirement for the advancement of post-silicon technology [15]. Unfortunately, there is still little information on 2D oxides, thus the design of high-k dielectric thin-films is still a challenging issue to tackle.

1.2 Our Aim

We have seen that for the practical side, CVD on metallic substrates is one of the most promising routes towards the mass production of high-quality graphene and h-BN single layers. In this respect, one of the primary goals of the scientific community is to achieve a better control over the CVD conditions to further improve the quality of the resulting monolayers (increased domain size, reduced grain boundaries and ripples, low density of point defects such as vacancies and bi-vacancies, \textit{etc.}) Another relevant breakthrough in CVD technology relates to the possibility of growing 2D crystals on arbitrary surfaces that, at least for graphene, would allow to avoid the transfer step. Therefore, it is clear that CVD synthesis of 2D layers on metal substrates still offers many interesting features to be explored. The purpose of this work is to provide an insight on the epitaxial growth of graphene and h-BN on transition metal surfaces, through a detailed investigation of their structural and electronic properties and the introduction of viable routes to overcome the limits setted by the current CVD approach.

With the aim of improving the quality of these layers, much effort has been spent in understanding the nature of the bonding with the metal surface. Indeed, the interaction between graphene or h-BN with the metal poses some relevant issues because it leads to modifications both in the morphological and in the electronic properties of the overlayer. It is important to stress here that the electronic structure, the strength of the bonding and the degree of corrugation, are strongly correlated quantities that de-
pend on the hybridization, energetic and spatial overlap between the metal states and the $\pi$ orbitals of the overlayer. In this respect, the situation for $h$-BN is further complicated by its heteroelemental nature, which renders the growth of uniform layers a much more challenging task compared to the case of graphene. Indeed, the elemental polarity (N is more electronegative than B) exhibited by $h$-BN results in a particular alignment and shape of the growing clusters that give rise to rather unique grain boundaries [46]. A deeper understanding of $h$-BN growth mechanism is therefore highly desirable in order to find the optimum approach to grow high-quality defect-free films. We tackled this problem by studying the formation of a $h$-BN single layer on the Ir(111) surface by CVD of borazine (Chapter 3). Firstly, we investigated the low-temperature adsorption of borazine by focusing on the molecular adsorption geometry. The next step consisted in studying borazine dissociation up to the completion of an extended and long-range ordered $h$-BN layer. Finally, we exploited the possibility of tuning the growth parameters (temperature) to enhance the quality of the resulting overlayer.

The already mentioned interaction with the metal substrate is an issue of fundamental importance in epitaxial graphene because, depending on the nature of the bonding (substrate), it changes the doping, i.e. the position of the Dirac point with respect to the Fermi energy ($E_F$), and defines the existence or the absence of the band gap. In the most extreme cases, like for graphene on Ru(0001) or Re(0001), the coupling is sufficiently strong to allow the formation of well ordered graphene layers but, at the same time, to prevent the characteristic electronic properties of graphene from being established. On the other hand, a weak interaction typically leads to the formation of many graphene domains with different orientations. In Chapter 4 we demonstrate that oxygen intercalation is a viable approach to get rid of the graphene/metal coupling both for a weakly and a strongly interacting interface such as Ir(111) and Ru(0001), respectively. In this respect, iridium attracted our interest as a potential substrate for graphene growth because it is a weakly interacting metal on which graphene can be grown with a single-domain structure. We prove that intercalation is possible for a complete graphene layer, under proper conditions of oxygen pressure and substrate temperature, leading to a free-standing layer with unperturbed Dirac cone properties.

The advantages offered by intercalation can be exploited even further to place graphene directly onto an insulating substrate without the need of any transfer process which would introduce defects in the carbon lattice. This fruitful approach is described in Chapter 5. In Section 5.3 it is demonstrated that by a stepwise intercalation of silicon and oxygen below epitaxial graphene on Ru(0001), it is possible to promote the chemical synthesis of a thick SiO$_2$ layer directly underneath the graphene layer. Furthermore, in Section 5.4 we develop an original shortcut to this approach by taking
advantage of the particular nature of the substrate for the production of the insulating layer. Graphene is first grown on a Ni$_3$Al(111) alloy surface and, in a second step, exposed to molecular oxygen. This procedure allows the intercalation of oxygen below graphene and the progressive oxidation of the Al atoms at the interface, resulting in the formation of a thin Al$_2$O$_3$ buffer layer.

Finally, Chapter 6 is devoted to the study of the chemical doping of graphene by incorporation of nitrogen atoms in the carbon network. Nitrogen-doping of graphene shows promise for a number of different applications in which the tunability of the electronic properties of graphene is required. In this Chapter, the synthesis of N-graphene by nitrogen plasma exposure is presented, together with a detailed investigation of the correlation between the electronic and structural properties of the N-doped graphene layer.
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Chapter 2

Experimental Techniques and Setup

2.1 An Introduction to Photoelectron Spectroscopy

The photoemission spectroscopy technique is based on the photoelectric effect, first discovered by Heinrich Hertz and Wilhelm Hallwachs in 1887, who pointed out that when a solid is exposed to electromagnetic radiation the radiation is absorbed only above a certain threshold frequency, which is specific on the material, and electrons are emitted from the solid. The early attempts to explain this effect within Maxwell’s wave theory of light, according to which the energy of the emitted electrons should increase with the intensity of the radiation, finally failed in 1902 when Philippe Lenard observed that the energy of the emitted electrons is proportional to the frequency of the light. In 1905, Albert Einstein solved this problem by postulating the quantum hypothesis for the electromagnetic radiation, for which he was awarded the Nobel Prize in Physics in 1921. According to the Einstein’s model, light is composed of discrete quantas, that is, photons, rather than continuous waves. A photon transfers its energy completely to the electron in the solid and, if the energy of the electron exceeds a certain threshold energy (work function), it may leave the surface. Later on, between 1950 and 1960, Kai M. Siegbahn developed the Electron Spectroscopy for Chemical Analysis (ESCA) technique in which the photoemission peaks, i.e., the number of the photoemitted electrons measured as a function of their binding energies, are used to determine the composition and chemical state of the sample surface. The development of ESCA, nowadays commonly known as X-ray Photoelectron Spectroscopy (XPS), led to the award of the Physics Nobel Prize in 1981 to Kai M. Siegbahn [1]. Since then, the experimental study of photoelectron spectroscopy has made remarkable progress – especially with the development of high-flux, tunable X-ray sources such as synchrotron facilities (see Section 2.6).
– and has been successfully employed in many fields, including heterogeneous catalysis, materials science or semiconductor technology, just to name a few. In parallel, a deeper theoretical understanding and the development of sophisticated computational methods, allowed to calculate binding energies of very complex systems. Consequently, the combination of high experimental accuracy and theoretical efforts can now yield relevant information about the chemistry of molecules and solids, and makes XPS one of the most powerful and widely used surface characterization tools.

As already discussed, photoemission occurs whenever photons with high enough energy hit the surface and kick out the electrons. Within a one-electron approximation, the kinetic energy ($E_{\text{kin}}^{\text{vac}}$) of the photoelectron can be derived from the energy conservation law as

$$E_{\text{kin}}^{\text{vac}} = h\nu - E_b^F - \phi$$

(2.1)

where $h$ is the Planck constant, $\nu$ is the frequency of the radiation, $E_b^F$ is the binding energy referenced to the Fermi level ($E_F$) and $\phi$ is the specific work function of the material (see fig. 2.4). It is possibile to estimate experimentally $E_b^F$ from the XPS spectrum if all the other quantities in eq. 2.1 are known. Since the value of $E_b^F$ in a solid or in a molecule is not far from the corresponding value of the free atom, which is characteristic of each element, XPS can be used for the analysis of the elements in a sample. This chemical sensitivity is one of the most striking features of XPS technique. Different types of bond determine the so-called chemical shift [2], that is, the deviation of the binding energy from the free atom value. Chemical shifts, which are discuss more in detail in Section 2.3.1, made possible the distinction of atoms or molecules in different structural and/or chemical environments. For instance, these shifts allow to distinguish among chemically non-equivalent atoms within a molecule or, considering photoemission from a solid, to discriminate between surface and bulk atoms [3].

Another important property of photoelectron spectroscopy, namely, the surface sensitivity, is related to the inelastic mean free path (IMFP) of electrons in solids. The IMFP is shown in fig. 2.1 as a function of the kinetic energy of the electrons in the range of practical interest for a typical XPS experiment. The behaviour of the experimental points is described by the dashed ‘universal curve’. For energies between 10 and 500 eV, the IMFP is less than 10 Å, which means that only the photoelectrons excited within a depth of 10 Å from the surface can be detected, causing the high surface sensitivity of XPS technique. The universal behaviour of the IMFP in the 10-500 eV interval is due to the main scattering mechanism in this energy window, that is, the excitation of conduction electrons (plasmons) whose density is similar in all metals. At lower energies, electron-hole pair formation and electron-phonon scattering become more important, and the
distance between inelastic collisions increases. At higher energies, instead, the rise of the IMFP is due to a decrease of the cross-section for plasmon excitations.

2.2 The Photoemission Process

Photoemission from solids can be described within the so-called *three-step model* [4]:

1. radiation absorption and electron excitation;
2. transport of the photoelectron from the emitter atom towards the surface;
3. electron escape from the surface into the vacuum.

The photoemission process is a photon-induced transition of electrons from initial bound states (occupied orbitals) to empty final states. Considering a system with $N$ electrons, the removal of one electron due to the absorption of a photon with energy $h\nu$ is described as follows

$$
\Psi^i(N), E^i(N) \xrightarrow{h\nu} \Psi^f(N - 1) + \phi(k), E^f(N - 1, k) + E_{kin},
$$

where $\Psi^i(N)$ is the wave function of the initial state with $N$ electrons and total energy $E^i(N)$, $\Psi^f(N - 1)$ is the final state wave function of the ionic system with energy $E^f(N - 1, k)$, $\phi(k)$ is the wave function of the free
electron with kinetic energy $E_{\text{kin}}$. The energy conservation law can be expressed as

$$E^i(N) + h\nu = E^f(N - 1, k) + E_{\text{kin}}. \quad (2.3)$$

The binding energy referred to the vacuum level is therefore given by

$$E_b(k) = h\nu - E_{\text{kin}} = E^f(N - 1, k) - E^i(N), \quad (2.4)$$

meaning that the binding energy is given by the difference between two total energies and depends on the initial and final state.

The evaluation of the final and initial state wave functions is a complicated theoretical issue. Indeed, such states have to be described by many-electron wave functions. In the Hartree-Fock (HF) approach the $N$-electron wave function is represented as a self-consistent Slater determinant, i.e., the antisymmetric product of individual electron spin-orbitals. Despite the fact that the HF equations are not true eigenvalue equations, they can be solved by iteration to get the spin-orbital eigenvalues $\epsilon_k$. If we now assume that the spin-orbitals of the $(N - 1)$-electron system are the same as those of the $N$-electron system, that is, they do not feel the presence of the hole and no rearrangement of electrons in the sample occurs during the photoemission process, then it is possible to prove that

$$E^f(N - 1, k) - E^i(N) = -\epsilon_k, \quad (2.5)$$

and, by means of eq. 2.4, that

$$E_b(k) = -\epsilon_k. \quad (2.6)$$

Thus the spin-orbital eigenvalue $\epsilon_k$ represents approximately the ionization energy of the photoelectron $k$. This is the essence of the Koopmans’ theorem.

In reality, this Koopmans’ energy is never measured, because the electrons in the sample are not frozen during the photoemission process. Indeed, the $(N - 1)$-electron final state undergoes intra-atomic relaxation effects due to the presence of the hole, so that the spin-orbitals have to be readjusted according to the new potential. This causes an increase of the kinetic energy of the ejected electron by $\delta E_{\text{rel}}^{\text{intra}}$. In addition, the inclusion of electron correlation, which is not considered in the HF scheme, leads to a negative correction term $\delta E_{\text{corr}}$. Therefore, a more correct description of $E_b(k)$ is given by

$$E_b(k) = -\epsilon_k + \delta E_{\text{corr}} - \delta E_{\text{rel}}^{\text{intra}}. \quad (2.7)$$

This description would be adequate if the the kinetic energy of the photoelectron is small, thus allowing the system to reach a stable equilibrium. In this case, the core hole potential would be applied adiabatically, corresponding to the slow removal of the photoelectron from the core hole site.
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Figure 2.2: Schematic of a core level photoemission spectrum. Besides the main adiabatic peak, if the photoemission process is faster than the electron relaxation, shake-up and shake-off components appear at higher binding energy.

This situation is called the adiabatic limit. In reality, the kinetic energy is usually sufficiently high and the photoelectron moves away rapidly from the core hole site. The core hole perturbation is switched on suddenly (sudden approximation); the photoemission process is faster than the relaxation mechanism of the $(N-1)$-electron system, which is thus left in an excited state. As depicted in fig. 2.2, this mechanism gives rise to lower kinetic energy features, referred as shake-up (excitation to a bound state) or shake-off (excitation to the continuum) satellites, with respect to the main adiabatic peak.

One way to compute more correctly the photoemission spectrum and go beyond the Koopmans’ theorem described above, thus taking into account also electron-electron interaction, is to express the final state as a linear combination of the $(N-1)$-electron states of the final ion. The coefficients determined by the minimization procedure, known as configuration interaction method [5], give the relative magnitude of shake-up and shake-off satellites. In this regard, it is noteworthy to mention an important sum rule, which states that the sum of the intensities of the shake-up satellites equals the initially expected Koopmans intensity [6]. This can possibly add complication to the quantitative interpretation of XPS spectra. Indeed, the deconvolution of the energy-loss components from the inelastic tail behind the adiabatic peak can be rather difficult, and it is usually easier to measure the area below the main peak. Thus, the value of this area might be not strictly correct for a coverage determination.
So far, we have considered the situation for a free atom. In the case of an atom in a metal, the main difference is due to the presence of the weakly bound valence electrons, which are very mobile and thus can efficiently screen the positive charge of the core hole. In the adiabatic limit, this leads to a positive interatomic relaxation shift $(\delta E_{\text{rel}}^{\text{inter}})$ of the photoelectron kinetic energy, and eq. 2.7 becomes

$$E_0(k) = -\epsilon_k + \delta E_{\text{corr}} - \delta E_{\text{rel}}^{\text{intra}} - \delta E_{\text{rel}}^{\text{inter}}.$$  \hspace{1cm} (2.8)

As previously discussed, however, the sudden approximation is more realistic than the adiabatic one, thus we might expect some spectral features reminiscent of shake-up and shake-off satellites. This is indeed the case, but, with respect to the free atom, the excited configurations form a continuum rather than a discrete set of states. Electron-hole pairs around the Fermi level are excited, giving rise to a high binding energy tail behind the adiabatic peak. This effect, first experimentally observed by Hübner et al. [7] on several metals, leads to a characteristic asymmetric line shape of the photoemission peak. This is particularly true for transition metals which, compared to noble metals, exhibits a large asymmetry due to the higher density of states at the Fermi level, that corresponds to a higher probability of electron-hole excitation.

Those just discussed are called intrinsic losses, because they occur at the photoemission process itself. However, there is also the possibility for the electrons to incur extrinsic losses during their transport from the emitting atom to the surface. These losses lead to similar spectral features (inelastic tail and discrete satellites) as those of the intrinsic losses. Unfortunately, a clear separation between the two effects is complicated, also because the time scale of the photoemission process is comparable to that of the transport through the solid, so that intrinsic and extrinsic processes can interfere coherently.

Other spectral features which can be observed in a photoemission spectrum include plasmon losses and spin-orbit doublets. In the case of photoemission from a metal, the core-hole potential can be also screened by the collective oscillation of the electrons in the valence band, a so-called plasmon. The photoelectron can couple with these collective vibrations leading to characteristic, periodic satellites observed at lower kinetic energy with respect to the adiabatic peak by amounts that are multiples of the plasmon energy. The second spectral feature arises from the spin-orbit interaction, also known as $j$-$j$ coupling, which is quite important for large $Z$ elements. Indeed, the magnetic interaction between the spin of the electron and its angular momentum $l$ might lead to a splitting of the degenerate state in two components having the total angular momentum quantum number $j = l \pm 1/2$. Obviously, this coupling can occur only if $l \neq 0$, that is, for electrons belonging to $p$, $d$ or $f$ orbitals. The photoemission intensities of
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Figure 2.3: Spin-orbit splitted components of the Ru 3d core level. The double-peak structure of the 3d_{5/2} stems from the core level shifted components of surface and bulk atoms (see text for details).

The spin-orbital are determined by the ratio between the corresponding degeneracies, 2j + 1. Fig. 2.3 shows the d_{3/2} and d_{5/2} spin-orbit splitted component of the Ru 3d photoemission peak. Several spectral contributions can be distinguished in the Ru 3d_{5/2} peak; these are the core level shifted components stemming from surface, subsurface and bulk atoms which are explained in detail in Section 2.3.1.

2.2.1 Fermi Level Referencing

In a XPS experiment, the photoelectron escaping from the surface are detected with some kind of analyzer, which is meant to give an accurate measurement of the electron binding energy. This requires to fix a binding energy of reference. The vacuum level is the natural reference for free atoms, but in the case of solids the situation is more complicated. Indeed, the evaluation of the vacuum level in a solid requires the knowledge of the work functions and the contact potentials of the experimental system. Therefore, XPS spectra are usually referenced to the Fermi level.

Fig. 2.4 illustrates how the photoelectron kinetic energy can be easily measured by grounding both the sample and the electron energy analyzer. This aligns the corresponding Fermi levels, so that by simply measuring the photoelectron kinetic energy, it is sufficient to know φ_{analyzer} to calculate the $E_{b}^{F}$, and eq. 2.1 can be re-written as

$$E_{b}^{F} = h\nu - E_{kin}^{meas} - \phi_{analyzer}. \quad (2.9)$$
2.2.2 The Photoemission Cross-section

The intensity of a photoemission peak is related to the photoemission cross-section $\sigma$, which is defined as the transition probability per unit time of exciting a system from an initial state $\Psi_i$ to a final state $\Psi_f$ by absorbing a photon with energy $h\nu$, divided by the photon flux. The transition rate is provided by the Fermi golden rule:

$$W_{fi} = \frac{2\pi}{\hbar} \left| \langle \Psi_f | \hat{H}_{int} | \Psi_i \rangle \right|^2 \delta(E_f - E_i - h\nu), \quad (2.10)$$

where $\hat{H}_{int}$ is term of the non-relativistic Hamiltonian describing the photon-electron interaction.

The Hamiltonian operator of a spinless particle of charge $q$ and mass $m$ in presence of an electromagnetic field is given by:

$$\hat{H} = \frac{1}{2m} \left( \hat{p} - q\hat{A} \right)^2 + qV, \quad (2.11)$$

where the electromagnetic field is defined through the scalar and vector potential $V$ and $A$, respectively. Therefore, the time-dependent Schrödinger
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The equation is:

\[
\hat{H} \Psi(r, t) = \left[ \frac{1}{2m} \left( \hat{\mathbf{p}} + \frac{e}{c} \hat{\mathbf{A}} \right)^2 + V + \hat{U} \right] \Psi(r, t) = \hat{H} \Psi(r, t). \tag{2.12}
\]

By using the Coulomb gauge, defined by \( \nabla \cdot \mathbf{A} = 0 \), and taking \( V = 0 \), the Schrödinger equation reduces to

\[
i\hbar \frac{\partial \Psi(r, t)}{\partial t} = \left[ \frac{\hat{\mathbf{p}}^2}{2m} + \hat{U} - \frac{q}{m} \hat{\mathbf{A}} \cdot \hat{\mathbf{p}} \right] \Psi(r, t), \tag{2.13}
\]

in which the \( \hat{\mathbf{A}}^2 \) term has been neglected because much smaller than the linear term in \( \hat{\mathbf{A}} \), and where we have used the fact that in the Coulomb gauge\(^2\)

\[
\nabla \cdot (\hat{\mathbf{A}} \Psi) = \hat{\mathbf{A}} \cdot (\nabla \Psi) + (\nabla \cdot \hat{\mathbf{A}}) \Psi = \hat{\mathbf{A}} \cdot (\nabla \Psi). \tag{2.14}
\]

The Hamiltonian operator can be written as

\[
\hat{H} = \hat{H}_0 + \hat{H}_{int} \tag{2.15}
\]

where

\[
\hat{H}_0 = \frac{\hat{\mathbf{p}}^2}{2m} + \hat{U}, \tag{2.16}
\]

includes the kinetic term and the potential energy \( \hat{U} \) (which eventually takes into account the Coulomb interaction with the nucleus, the Coulomb repulsion between the electrons and the spin orbit interaction), while

\[
\hat{H}_{int} = \frac{q}{m} \hat{\mathbf{A}} \cdot \hat{\mathbf{p}} \tag{2.17}
\]

describes the electric field acting on the electron moments \( \hat{\mathbf{p}} \).

The vector potential can be written as a plane electromagnetic wave with wave vector \( \mathbf{k} \), frequency \( \nu \) and unit vector \( \epsilon \),

\[
\mathbf{A} = \epsilon A_0 e^{i(\mathbf{k} \cdot \mathbf{r} - \omega t)}. \tag{2.18}
\]

For practical interest we can neglect the spatial variation of the radiation field across the emitter atom, that is, the photon wavelength \( \lambda \) is much

---

1. A spatial variation of \( \hat{\mathbf{A}} \) might occur, but this effect is small if the photon frequency \( \nu \) exceeds the plasmon frequency, at least on the surface.
2. This essentially corresponds to a one photon absorption process, and it is strictly valid only in the weak field case. For high photon density sources, such as lasers, it is no longer possible to neglect the quadratic term.
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Figure 2.5: Photoemission cross-section for Ir 4f7/2, B 1s and N 1s core levels as a function of the energy of the incident photons.

longer than the typical interatomic distances. This is usually known as dipole approximation. Consequently, the exponential can be approximated to

\[ \exp(ik \cdot r) = 1 + (i k \cdot r) + \frac{1}{2!}(i k \cdot r)^2 + \ldots \approx 1. \quad (2.19) \]

With these approximations, after a series of mathematical steps, the absorption cross-section, which is proportional to the transition probability in eq. 2.10, becomes

\[ \sigma_{fi} = \frac{4 \pi^2 e^2}{3 \hbar c} \omega |\langle \Psi_f | \hat{r} | \Psi_i \rangle|^2. \quad (2.20) \]

As an example, fig. 2.5 shows the variation of the photoionization cross-section as a function of the incident photon energy for some of the characteristic energy levels that have been investigated in the experiments described in this thesis, namely, the Ir 4f7/2, B 1s and N 1s core levels. This figure highlights one of the great advantages offered by the use of synchrotron radiation sources, that is, the tunability of the photon energy. Indeed, this offers the possibility to maximize (or minimize) the sensitivity to the core level under investigation by simply selecting the proper photon energy, which allows to optimize the photoemission cross-section.

2.3 Core Level Shifts

Some of the spectral features arising from initial and final state effects in core level XPS have been already introduced in the previous section. This

---

9This condition certainly holds for photon energies below 1 keV.
section will describe a further spectral contribution which provides a detailed information about the chemical environment and constitutes one of the fundament of XPS technique, namely, the chemical shift. Chemical shifted components result from variations of the core level binding energy that depend on the chemical state of the emitter, like its oxidation state or chemical environment. For instance, the formation of chemical bonds with other atoms affects the initial state of the emitter and, therefore, the $E_b$ of the electrons in that atom (initial state effect). Moreover, the modified charge distribution and density can even lead to a change of the relaxation energy terms appearing in eq. 2.8 (final state effect). As a result, the core level binding energy depends also on the chemical surroundings of the emitting atom. This allows to define the chemical shift as the difference in binding energy of a core level in two atoms of the same element within different chemical (electronic) environments.

The peculiar chemical sensitivity of photoemission spectroscopy was demonstrated by Sokolowski, Nordling and Siegbahn in the late 50’s, thanks to the breakthrough of the high-energy resolution ESCA, which was developed by the same group [8]. Siegbahn and co-workers measured a shift of few eV between the C 1s core level in metallic copper and copper oxide [9]. The CLS was even more pronounced for the S 1s core level in sulfur compounds, where a double peaks was observed stemming from two chemically non-equivalent sulfur atoms within the same molecule [10].

By means of eq. 2.4 we can derive the Core Level Shift (CLS) between two different systems A and B as

$$\Delta E_b = E_f^A(N-1) - E_i^A(N) - E_f^B(N-1) + E_i^B(N)$$

(2.21)

This equation clearly shows that, in order to properly evaluate the CLS, both initial and final state contributions have to be taken into account.

### 2.3.1 Surface Core Level Shifts

A specific kind of chemical shift is the so-called Surface Core Level Shift (SCLS), which is related to the different structural surroundings of the outermost surface atoms with respect to the atoms in the bulk of a solid. The extent of SCLSs is usually smaller compared to that of CLS of other kinds, therefore High Resolution XPS (HR-XPS) measurements are usually required to detect these shifted components. SCLSs were first observed in the Au 4f$_{7/2}$ core level of a polycrystalline gold surface [11]. Since that time, HR-XPS has been successfully employed to investigate the SCLSs of many others clean surfaces as well as adsorbate covered substrates [12–14].

A qualitative explanation of the main trend in SCLSs for transition metals can be derived within a simple initial state picture [15]. Fig. 2.6 depicts a schematic of the $d$-bands of a transition metal, showing the narrowing
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Figure 2.6: Schematic of the SCLS for transition metals. The reduced coordination of the surface atoms causes a narrowing of the valence $d$-band. To maintain charge neutrality, the center of the surface $d$-band moves towards higher (left) or lower (right) binding energy with respect to the bulk according to the occupancy of the $d$-band.

Fig. 2.7 shows the experimental evidence of SCLS for the $3d_{5/2}$ core level from a clean Ru(0001) surface. The spectral deconvolution results in a bulk component (RuB), and two additional peaks stemming from the atoms in the first (RuS1) and second (RuS2) layers. Moreover, fig. 2.7 points out the high energy resolution needed to assess the SCLSs, which are usually of the order of hundreds of meV.
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Figure 2.7: Ru 3d_{5/2} core level spectrum. A high-energy resolution is required in order to distinguish the fine structure due to the different surface core level shifted components.

2.3.2 Core Level Photoemission Line Shape

The capability to perform quantitative chemical analysis with XPS relies on the ability to correctly describe the photoemission spectrum with a theoretical model, that is, to perform a fit with a model curve calculated including the contributions of all chemically non-equivalent species (including their extrinsic and intrinsic losses) with proper line shapes.

Besides the instrumental contribution, the line shape of the photoemission peak is mainly determined by the core hole life-time and the vibrational broadening. First, one needs to consider the natural (intrinsic) linewidth due to the photoemission process itself, which is related to the finite core hole lifetime. The uncertainty in the energy of the core hole $\Gamma$ is directly related to the core hole lifetime $\tau$ by the Heisenberg indetermination principle $\Gamma \geq \frac{\hbar}{\tau}$. For instance, $\tau \sim 10^{-15}$ s gives $\Gamma \sim 0.1$ eV. Once the hole has been created, the atom is in an excited state from which it can decay either by radiative or non-radiative process, namely, X-ray fluorescence and Auger emission, respectively. The higher is the decay probability of the core hole, the shorter is its lifetime, and the larger is the natural width of the corresponding peak. This broadening is described by a Lorentzian contribution

$$I_{Lor}(E_{kin}) = I_0 \frac{\Gamma/2}{\pi (E_{kin} - E_0)^2 + (\Gamma/2)^2},$$

where $\Gamma$ is the full width at half maximum (FWHM) and $E_0$ is the position of the adiabatic peak for the maximum intensity $I_0$. 

A further increase of the photoemission peak linewidth is given by the vibrational broadening. In molecules, the electronic transitions can be considered as occurring almost instantaneously on the time scale of the nuclear motion, meaning that the position and the momenta of the nuclei do not change during the photoemission process (Born-Oppenheimer or adiabatic approximation). This corresponds to a broadening of the photoemission peak due to a large range of energies of excited vibrational levels in the final state that can be reached from the ground state, with an intensity distribution governed by the Franck-Condon principle [5]. A similar effect occurs for lattice vibrations in solids, because of the electron-phonon coupling, which determines a line broadening that can be described by a Gaussian distribution [16].

Besides the contributions described above, which are intrinsic properties of the XPS line shape, the peak linewidth is affected also by experimental broadening. The latter includes the contribution of the finite experimental resolution of the monochromator and the electron energy analyzer. Finally, an inhomogeneous contribution, the so-called inhomogeneous broadening, can originate from the presence of unresolved chemical or structural shifted components in the spectrum. The vibrational, experimental and inhomogeneous broadening can be described by means of a Gaussian function:

$$I_{Gaus} = I_0 \exp \left( -\frac{(E_{kin} - E_0)^2}{2\sigma^2} \right),$$

where $\sigma$ is the Full Width at Half Maximum (FWHM).

One of the most commonly used models for describing the line shape of photoemission peaks in metals is the Doniach-Šunjic function [17], which is the convolution between a $\delta$ distribution function

$$f(E) \propto \frac{1}{(E - E_0)^{1-\alpha}},$$

which takes into account the inelastic tail due to excitation of electron-hole pairs at the Fermi level (see Section 2.2) through the asymmetry parameter $\alpha$, and a Lorentzian contribution (eq. 2.22), thus

$$I_{DS}(E_{kin}) = I_0 \frac{\Gamma_E(1-\alpha)}{[(E_{kin} - E_0)^2 + (\Gamma/2)^2]^{(1-\alpha)/2}} \zeta(E_{kin}),$$

where

$$\zeta(E_{kin}) = \cos \left[ \frac{\pi \alpha}{2} + (1-\alpha) \arctan \left( \frac{E_{kin} - E_0}{\Gamma/2} \right) \right],$$

and $\Gamma_E$ is the gamma function

$$\Gamma_E(x) = \int_0^\infty t^{x-1}e^{-t}dt.$$
The analysis of all the photoemission spectra presented in this thesis was performed by using a Doniach-Šunjić function convoluted with a Gaussian, which takes into account the effects described above. In addition, a linear background was also included in the fit. The binding energies are referenced to the Fermi energy, which was measured together with the corresponding core level spectrum.

2.4 Structural Effects - Photoelectron Diffraction

After a photoelectron leaves the emitter, it might be elastically scattered by the surrounding atoms. The interference between the photoelectron primary wave, which propagates towards the electron analyzer along \( k \) without suffering any scattering event, and the diffused waves, originating from the elastic scattering of the primary wave with the atoms close to the emitter, produces strong modulations of the photoemission intensity which depend on both the kinetic energy of the photoelectron and the propagation direction \( k \). This mechanism, which is schematically shown in fig. 2.8, is at the base of the X-ray Photoelectron Diffraction (XPD) technique, and can introduce intensity modulations as large as 70% of the overall photoemission signal. The modulation function is commonly defined as

\[
\chi = \frac{I - I_0}{I_0},
\]

where \( I \) is the measured intensity whilst \( I_0 \) is the intensity of the primary wavefront.

The modulations contained in the XPD pattern provide a large amount of structural information about the local geometry around the emitting atom. This is primarily due to the rapid decrease of the photoelectron wave amplitude that allow to probe only emitter’s coordination shell of nearest neighbours.\(^4\) Furthermore, the photoemission process guarantees another characteristic of the photoelectron diffraction, namely, its elemental sensitivity. XPD is thus a very effective tool to investigate the short-range order with chemical state specificity.

An important feature of XPD is the relation between the kinetic energy of the photoelectron and the scattering factor \( f(\theta_j) \), where \( \theta_j \) is the scattering angle, that is, the angle between the incident and scattered waves. The scattering factor \( f(\theta_j) \) is defined as the ratio between the scattered (by the atom at \( r_j \)) and incident wave amplitudes. The typical behaviour of \(|f(\theta)|\) is shown in fig. 2.9.

\(^4\)In a first approximation, the scattered wavefront is spherical, therefore its amplitude decreases as \( \frac{1}{r} \).
The simplest theoretical approach to describe the photoelectron diffraction process is to work within the single scattering approximation, so that

$$|\psi_f\rangle = \phi_0 + \sum_j \phi_j(r_j \rightarrow k)$$  \hspace{1cm} (2.29)

where $\phi_0$ is the emitted plane wave, while $\phi_j$ is the wave singly scattered at $r_j$ and emerging along the $k$ direction. The photoemission intensity can therefore be expressed as

$$I(k) \propto \left| \hat{e} \cdot \hat{k} e^{-L/\Lambda_e} + \sum_j \frac{\hat{e} \cdot \hat{r}_j}{r_j} |f_j(\theta_j)| W_j e^{-L_j/\Lambda_e} e^{i[kr_j(1 - \cos \theta_j) + \varphi_j(\theta_j)]} \right|^2$$  \hspace{1cm} (2.30)

The term $\hat{e} \cdot \hat{k}$ is associated with the directly emitted wave, whereas the sum is extended to all spherical waves that have been scattered by an atom located at $r_j$ with an amplitude given by $|f_j(\theta_j)|$. Inelastic scattering is taken into account by the exponential terms $e^{-L/\Lambda_e}$ and $e^{-L_j/\Lambda_e}$, with $L (L_j)$ being the total path length of the photoelectron. Vibrational effects, which can attenuate the interference patterns in XPD, are included through the Debye-Waller factor $W_j$. Finally, the phase shift of each spherical wave is determined by the scattering process, $\varphi_j$, and by the path difference $kr_j(1 - \cos \theta_j)$ between the incident and scattered waves.

From a practical point of view, eq. 2.30 states that the photoemission intensity depends both on the kinetic energy and the emission angles of
the electron. Therefore, XPD investigations can be performed in two different ways: by varying the azimuthal angle, the polar angle or both of them (angle-scanned XPD); or scanning the energy of the photoelectron by varying the energy of the photon source (energy-scanned XPD).

As can be seen from fig. 2.9, the scattering factor shows a maximum at $\theta = 0^\circ$, which becomes narrower with increasing kinetic energies. This is the so-called forward scattering effect, which becomes particularly intense when an atom is placed in line along the path between the emitter atom and the detector. It is noteworthy that in the forward focusing geometry, the intensity enhancement is not due to the rise of the scattering factor alone, but also to the vanishing phase shift, i.e., there is no path length difference between the emitted and the scattered waves and the interference is constructive. As a consequence, the increase of the scattering angle introduces a path length difference which eventually leads to destructive interference. Thus, the forward scattering can be exploited for the determination of the interatomic directions in adsorbed molecules. This is clearly depicted in fig. 2.10, showing the forward scattering effect in the simple case of a CO molecule adsorbed on a surface. On the other hand, if the electron energy is sufficiently low, then also backward scattering at $\theta = 180^\circ$ becomes important. This peak is associated with photoelectrons that are elastically scattered by atoms behind the emitter.

A more accurate description of the diffraction process can be done by including multiple scattering effects. The advancement in computers performance allows the elaboration of complex theoretical models resulting in more and more realistic simulations of the diffraction patterns. In this regard, one of the most popular methods to perform multiple scattering
calculation is based on the separable representation of the Green’s function matrix, first developed by Rehr and Albers [19]. As a result, reliable theoretical calculations can be performed, which can be compared to the measured interference patterns to extract a very detailed quantitative information on the short-range structure around the emitting atom. This approach has been successfully exploited to gain structural information on the h-BN/Ir(111) interface presented in Chapter 3. Theoretical simulations of the N 1s, B 1s and Ir 4f\textsubscript{7/2} diffraction patterns have been performed using the Electron Diffraction in Atomic Cluster (EDAC) package [20]. The working principle of this code is based on the implementation of an atomic cluster and the use of multiple scattering theory to model the XPD pattern at a specific electron kinetic energy.\textsuperscript{5} In a second step, the simulated patterns have been compared to the experimental XPD data in a qualitative trial-and-error procedure.

2.5 Absorption Spectroscopy

The range application of X-rays in surface science has been largely extended by the development of synchrotron radiation sources. Indeed, in

\textsuperscript{5}For further details on the EDAC code the reader is referred to the reference manual which is available online at http://nanophotonics.csic.es/static/widgets/edac/manual/edac.html.
addition to techniques that have received great benefits from the use of synchrotron radiation, such as the previously discussed XPS and XPD, new experimental approaches have been developed which are based explicitly on the tunability of X-rays synchrotron radiation. The latter include the X-ray Absorption Spectroscopy (XAS).

In a XAS experiment the radiation absorbed by the sample is measured as a function of the photon energy. According to eq. 2.4, when the energy of the photon equals that of the core level, a strong enhancement of the absorption is measured due to the promotion of the electron to an unoccupied state in the conduction band or a continuum state. Generally, the absorption spectrum is characterized by several peaks, corresponding to different excitations from the levels with quantum numbers \( n = 1, 2, 3, \ldots \) which are defined as \( K, L, M, \ldots \) absorption thresholds, respectively. It is worth noting that the \( K \) threshold consists of a single edge, because it corresponds to excitation of \( 1s \) electrons, while higher absorption thresholds are a collection of edges. For instance, the \( L \)-edge \((n = 2)\) is associated to excitations from \( 2s, 2p_{1/2} \) and \( 2p_{3/2} \) level resulting in \( L_1, L_2 \) and \( L_3 \) edges.

A typical XAS spectrum is shown in fig. 2.11. Two kinds of structures overlap in the absorption spectrum. The first of these, centered close to the absorption threshold, is called Near Edge Absorption Fine Structure (NEXAFS) or X-ray Absorption Fine Structure (XANES). In this region, extending up to about 50 eV beyond the threshold, the photoelectron backscattering amplitude is large so that multiple scattering events are dominant. For this reason, NEXAFS is very sensitive to the coordination environment of the emitter atom. The second feature appearing in the spectrum in fig. 2.11 is the Extended X-ray Absorption Fine Structure (EXAFS), which extends from about 50 eV above the absorption threshold for hundreds of eV. In this case single scattering is predominant, therefore the amplitude modulation of the spherical wave gives access to important information on the interatomic distances. Further details on NEXAFS technique, which has been employed in the characterization of the bonding geometry of the borazine (B\(_3\)N\(_3\)H\(_6\)) molecule on Ir(111) presented in Chapter 3, are given in the following.

NEXAFS technique has been developed in the 80’s to investigate the bonding and the structure of (mostly) organic molecules adsorbed on surfaces [22]. The NEXAFS spectrum of a molecule is dominated by intramolecular excitations, the so-called resonances, \( i.e., \) electron transitions from the \( K \) shell to the bound states close to the vacuum level, but below the ionization energy of the molecule. Fig. 2.12 displays a typical \( K \)-edge absorption spectra, together with the energetic levels involved in this transition, for a simple (A,B) diatomic molecule. If the initial state is a \( 1s \) core level, the selection rules impose the final state to be a molecular orbital with a \( p \) atomic component, therefore an orbital of \( \pi \) or \( \sigma \) symmetry. A fundamental feature of molecular bonds is related to their strong directional
Figure 2.11: Schematic of a typical absorption spectrum. Specifically, this corresponds to the $K$-edge absorption spectrum for BaPb$_{1-x}$Bi$_x$O$_3$. Adapted from Ref. [21].

Figure 2.12: Schematic of the $K$-edge absorption spectrum (left) and potential (right) for a diatomic (A,B) molecule. $\pi^*$ and $\sigma^*$ resonances arise from the excitation of atomic 1$s$ core level electrons to empty molecular orbital. The other resonances are due to transitions to Rydberg final states. Adapted from Ref. [22].
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Figure 2.13: Sketch of the borazine molecule. The molecule ring is oriented parallel to the (x, y) plane.

character, so that there is a unique correlation between the spatial orbital orientation and the molecular geometry. In the K-edge absorption spectra of molecules with a well-defined orientation with respect to the polarization of the incident light, this property is reflected in a drastic polarization dependence of the $\pi^*$ and $\sigma^*$ resonance intensities, which can be qualitatively explained within the framework outlined in Ref. [22]. This peculiar characteristic of NEXAFS technique has been exploited to investigate the orientation of B$_3$N$_3$H$_6$ molecules adsorbed on the Ir surface, as illustrated in Section 3.3.1. In the electric dipole approximation, the intensity of the transition $I_{f,i}$ is given by eq. 2.20

$$I_{f,i} \propto |\langle \Psi_f | \boldsymbol{e} \cdot \nabla | \Psi_i \rangle|^2,$$

(2.31)

where the radiation is linearly polarized along the direction $\epsilon$. The initial state $|\Psi_i\rangle$ is spherically symmetric and corresponds to a 1s core level. The final state $|\Psi_f\rangle$, instead, can be represented as a linear combination of atomic orbitals (LCAO) of the excited atom. For elements belonging to the second period, such as boron and nitrogen which are the subject of interest in the case of borazine, the final state wave function can be thus written as a linear combination of 2s and 2p states on the excited atoms:

$$|\Psi_f\rangle = a |2s\rangle + b |2p_x\rangle + c |2p_y\rangle + d |2p_z\rangle = a R_{2s}(r) + R_{2p}(r) (b \sin \theta \cos \phi + c \sin \theta \sin \phi + d \cos \theta),$$

(2.32)

where $R_{2s}(r)$ and $R_{2p}(r)$ are the radial part of the atomic wave functions. Eq. 2.32 states that the amplitude of the final state is maximized along the direction $\Omega$ defined by the $p$ orbitals ($\Omega = be_x + ce_y + de_z$). Therefore, eq. 2.31 reduces to

$$I_{f,i} \propto |\langle \Psi_f | \boldsymbol{e} \cdot \nabla | \Psi_i \rangle|^2 \propto |\boldsymbol{e} \cdot \Omega|^2 \propto \cos^2 \delta$$

Equation 2.33

These are the main components because the strong localization of the initial state dominates in the evaluation of the matrix element.
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Figure 2.14: Fluorescence and Auger yields as a function of the atomic number. The data are based on the values listed in Table 4 and 5 of Ref. [23].

where $\delta$ is the angle between $\epsilon$ and $\Omega$. Eq. 2.33 shows that the maximum of the intensity is along the direction given by the $p$ component of the final state $\Psi_f$.

For instance, the borazine molecule is characterized by $\sigma$ bonds in the molecular plane and, perpendicular to this, $\pi$ bonds. Referring to fig. 2.13, if the molecule is oriented parallel to the $(x,y)$, the direction of the $\sigma^*$ orbitals is given by the $e_x$ and $e_y$ unit vectors, while that of the $\pi^*$ orbitals coincides with $e_z$. Therefore, the intensity of $\pi^*$ and $\sigma^*$ resonances of boron and nitrogen is given by

$$I_{1s\rightarrow\pi^*} \propto |\epsilon \cdot e_z|^2 \propto \cos^2 \theta$$

$$I_{1s\rightarrow\sigma^*} \propto |\epsilon \cdot e_x|^2 + |\epsilon \cdot e_y|^2 \propto \sin^2 \theta \cos^2 \phi + \sin^2 \theta \sin^2 \phi \sin^2 \theta$$

(2.34)

From eq. 2.34 it is clear that the polarization dependence of $\pi^*$ and $\sigma^*$ resonances is opposite. When the electromagnetic field is in the $(x,y)$ plane, the $\sigma^*$ intensity is maximum, while $1s \rightarrow \pi^*$ transitions are inhibited. Viceversa, when the electromagnetic field is perpendicular to the $(x,y)$ plane, only $\pi^*$ resonances are measured.

The question arises as to how we could measure the NEXAFS signal. Since we want to probe the core excitation event, the detection of the photon-emitted electrons is certainly not a good solution. Indeed, with this kind of measurement all the information contained in the bound state excitations below the ionization potential would be lost, as it can be immediately deduced from inspection of fig. 2.12. The right approach, instead, relies on the decay of the core-hole created by the X-ray absorption, that is, the
measurement of the de-excitation channels. As previously discussed, the
de-excitation of the core-hole can be either radiative, by fluorescent emis-
sion, or non-radiative, by Auger emission. It has to be pointed out that both
the fluorescent X-ray and the Auger peak are characteristic of the element,
so that NEXAFS technique shows chemical sensitivity. Fig. 2.14 shows that
the Auger decay is more probable for low \( Z \) elements, like boron and ni-
trogen. For this reason, the \( K \)-edge NEXAFS presented in Chapter 3 have
been acquired by measuring the characteristic Auger peaks for boron and ni-
trogen (\( KLL \) emission at 177 and 380 eV, respectively), selecting an ap-
propriate energy window with the electron analyzer. As the photon energy
is scanned from below to above the absorption edge, an Auger electron is
produced resulting from the filling of the core-hole. The Auger yield is
thus proportional to the number of core-holes created and, therefore, to the
X-ray absorption cross-section.

### 2.6 Experimental Setup

The development of synchrotron radiation sources have revolutionized the
application of X-rays and UV radiation in surface studies. One of the ma-
jor benefits arising from the use of synchrotron radiation with respect to
conventional anode-based sources is the energy tunability. Indeed, conven-
tional sources provide photons only at the fixed energies determined by the
material of the anode, \( h\nu = 1253.6 \text{ eV for Mg and } h\nu = 1486.6 \text{ eV for Al} \). The other great advantage offered by synchrotron light is the high brilliance,
which is defined as the photon flux per unit solid angle and unit area at a
given frequency.

Synchrotron radiation is produced by bunches of relativistic electrons
orbiting in a storage ring. According to the theory first developed by
Pomeranchuk in 1944 [24], and later on by Schwinger [25], when observed
from the laboratory frame, a charge accelerated along an orbit emits radia-
tion mainly in a characteristic narrow angular cone in a direction tangential
to the electron orbit, as depicted in fig. 2.15.

In a synchrotron facility, the electrons are forced to follow a curvilinear
trajectory by the application of a magnetic field of a device. In this regard,
bending magnets have been the first and most simple devices used to keep
the electrons travelling on a circular orbit. The bending magnet produces a
broad band energy spectrum, ranging from the infrared to the hard X-ray
region. Compared to bending magnets, undulators are much more brilliant
radiation sources. The undulators, together with the wigglers, are periodic
arrays of magnets which are placed along the straight sections of the stor-
age ring. This is why they are also known as insertion devices. The undulator
energy spectrum is not continuous as that of a bending magnet, but is char-
acterized by peaks at well defined wavelengths, depending on the energy
of the electrons, the period of the magnetic array \((\lambda_u)\) and the magnetic field \(B\). On the plane of the orbit, the wavelength is given by

\[
\lambda = \frac{\lambda_u}{2\gamma^2} \left( 1 + \frac{K^2}{2} \right),
\]

(2.35)

where \(\gamma\) is the relativistic factor \((1 - \beta^2)^{-1/2}\) and \(K\) is the deflection parameter defined as

\[
K = \frac{e}{2\pi mc} \lambda_u B.
\]

(2.36)

Eq. 2.35 defines the fundamental frequency of the undulator, however, also the higher harmonics \(\lambda/n\) are produced, but only odd harmonics are emitted on the undulator axis. It is clear that in order to vary the photon wavelength, one has to change the magnetic field of the insertion device. As the undulators are usually made up by permanent magnets, the simplest way to change \(B\), and therefore \(K\), is to vary the vertical distance between the magnets, also known as the undulator gap. Typical values of \(K\) ranges from 1 to 5. At higher values the device is called wiggler: the deflection of the electrons is stronger and the energy spectrum resembles that of a bending magnet, although with higher brilliance and flux.

All the experiments presented in this thesis have been performed at the SuperESCA beamline of the Elettra-Sincrotrone storage ring in Trieste (Italy). Elettra is a third-generation synchrotron facility, which can operate at two different electron energies: 2.0 GeV and \(\sim 300\) mA, which is particularly suitable for enhanced UV photoemission and spectroscopic applications, and 2.4 GeV and \(\sim 140\) mA, especially suitable for X-ray emission and diffraction applications. Until December 2010, the insertion device of the SuperESCA beamline was a 56 mm-period undulator, formed by three sections with 81 periods each, covering a photon energy range of 85-1200
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Figure 2.16: Schematic of the SuperESCA beamline at Elettra.

eV at 2.0 GeV ring energy, and 120-2000 eV at 2.4 GeV. A new undulator was installed afterwards. The characterization of the new insertion device and the re-alignment of the optical elements of the beamline have been also part of my PhD activity, and will be described in detail in Section 2.6.2.

2.6.1 The SuperESCA Beamline at Elettra

Photoelectron spectroscopy, and all the techniques based on the photoemission process, need to be performed in an ultra-high vacuum (UHV) environment. This requirement is first related to the IMFP of the electrons in the residual gas pressure, which should be large enough to allow them to reach the detector. Indeed, a high pressure results in an increased probability of inelastic scattering, leading to a marked attenuation of the electron signal. Furthermore, UHV is also required to keep clean the surface of the sample, preventing its degradation due to the adsorption of contaminants. The effect of the contaminants on the sample surface is given by the Hertz-Knudsen formula \( \Phi = \frac{P}{\sqrt{2mk_B T}} \), where \( P \) is the gas pressure, \( m \) is the molecular mass, \( k_B \) is the Boltzmann constant and \( T \) is the sample temperature. If the molecule sticking probability is 1, at a partial pressure of \( \sim 10^{-6} \) mbar, the surface would be covered in just few seconds. This is the reason why the background pressure should be kept in the range of \( \sim 10^{-10} \), or even below.

SuperESCA, the first beamline operating at Elettra since 1993, is optimized for photoelectron spectroscopy measurements with soft X-rays. The radiation source is a two-sections 46 mm-period undulator with 98 periods, as best described in Section 2.6.2. A schematic of the key components of the SuperESCA beamline is shown in fig. 2.16. The light beam produced by the undulator is first pre-focused in the sagittal plane into the entrance slit, then monochromatized and, eventually, re-focused by an ellipsoidal mirror into the center of the experimental chamber.
The experimental station of SuperESCA consists of two UHV chambers separated by a gate valve, as depicted in fig. 2.17. The measurements are performed in the lower chamber, while the upper one is designed for sample preparation. The stainless steel top chamber is equipped with a sputter gun for sample cleaning, a plasma source and several feedthroughs for evaporators. It is also connected with a fast entry lock that allows to change the sample without breaking the UHV conditions, and with the gas line. Two different manipulators are available. The first is a modified CTPO manipulator with 5 degrees of freedom: 3 translational ($x$, $y$, $z$) and 2 rotational ($\theta$, $\phi$) axis. This manipulator is equipped with a liquid N$_2$ cryostat and an electron bombardment heating system which allows a sample temperature in the 120-1500 K range. Thanks to its fully motorized rotational movements, this manipulator is specifically designed for XPD investigations where the photoemission intensity is measured as a function of the emission angle, such as those presented in Section 3.3.3. The other manipulator is a liquid He cryostat with 4 degrees of freedom ($x$, $y$, $z$, $\theta$) and an allowed sample temperature in the range of 20-1500 K. This manipulator allows to perform photoemission experiments where very low temperatures are needed. For instance, this manipulator was used for the investigation of the molecular adsorption of borazine presented in Section 3.3.1.

The manipulators allow to move the sample from the preparation to the experimental chamber. The latter is entirely made of $\mu$-metal, a particular Ni-Fe alloy that shields the chamber from external magnetic fields, such as the Earth magnetic field, which could deflect the electrons trajectory. The experimental chamber is equipped with a Low Energy Electron Diffraction (LEED) apparatus, a monochromatized electron gun, a mass spectrometer and a gas inlet system.

The electrons photoemitted from the sample are collected with a system of 9 electrostatic lenses and brought to a PHOIBOS hemispherical analyzer from SPECS GmbH (150 mm mean radius), which is equipped with a delay line home-made detector. The latter is the key component of the SuperESCA beamline since it is specifically designed to allow fast XPS acquisition which, combined with the available high photon flux, give access to the dynamic evolution of the chemical processes occurring at surfaces. The next section is dedicated to a brief description of the principle of operation of the electron energy analyzer and the detector.

**Instrumentation: Electron Energy Analyzer and Detector**

As depicted in fig. 2.18, the hemispherical electron energy analyzer is made up by two concentric hemispheres electrodes of different radii among which a potential difference is applied. By means of this particular geometry, the photoelectrons are linearly dispersed according to their kinetic energy along the orbit from the entrance to the exit slit and, if the retain the same energy, first-order focused on the exit slit.
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Figure 2.17: The experimental station at the SuperESCA beamline.

By applying the potentials $V_1$ and $V_2$ to the inner and outer hemispheres, respectively, the potential between the electrodes is given by

$$V(r) = -\frac{V_2 - V_1}{R_2 - R_1} \frac{R_1 R_2}{r} + \text{const.} \quad (2.37)$$

In order for the photoelectrons with kinetic energy $E_0$ to reach the exit slit travelling on the circular path defined by the radius $R_0 = (R_1 + R_2)/2$, the following relation has to be satisfied:

$$V_2 - V_1 = V_0 \left( \frac{R_2}{R_1} - \frac{R_1}{R_2} \right). \quad (2.38)$$

Eq. 2.38 determines the potentials that have to be applied in order to select electrons with kinetic energy $E_0$, also known as pass energy, where $E_0 = eV_0$.

Taking into account the eventual divergence of the electron beam, represented by an angular offset $\alpha$ with respect to the direction normal to the entrance slit plane, the total energy resolution is given by

$$\Delta E = E_0 \left( \frac{w_{en} + w_{ex}}{4R_0} + \frac{\alpha^2}{4} \right), \quad (2.39)$$

where $w_{en}$ and $w_{ex}$ are the respective widths of the entrance and exit slits. From eq. 2.39, it is clear that the energy resolution can be improved either by increasing $R_0$ or by decreasing $E_0$. The first option is, obviously,
Figure 2.18: Energy dispersion properties (a) and focusing properties (b) of a hemispherical analyzer.

‘technically’ limited by the overall maximum dimensions of the analyzer. On the other hand, the electron transmission is damped at low values of $E_0$. Therefore, a compromise between a high energy resolution and good signal-to-noise ratio has to be made. In order to measure a photoemission spectrum with a constant resolution throughout the whole energy range, the entire photoemission spectrum is recorded at a fixed value of the pass energy. This is possible thanks to the system of electrostatic lenses placed before the entrance slit which absolves a double function: (i) to collect the electrons from a solid angle as large as possible and focalize them into the entrance slit; (ii) to decelerate the electrons to the required kinetic energy $E_0$.

The photoelectron detector, placed at the exit slit of the analyzer, has been developed at the Elettra-Sincrotrone Trieste. The first stage of the detection consists of an electron multiplier – formed by two microchannel plates (MCPs) in chevron configuration – that amplifies the charge of the impinging electrons, and transmits it to the proper system of acquisition. The latter is a home-made delay line detector [26], as shown in fig. 2.19. The electron cloud coming from the MCP stage impinges the delay line and generates two signals that travel in opposite directions towards the two ends of the delay line. The outputs are amplified, discriminated and then processed by a time to digital converter, which measures the delay time between the two signals and converts it to a spatial information on the position of the incident electron cloud, giving access to the energetic distribution along the analyzer dispersive direction.

The analyzer can work in two configurations: scanning (sweep) mode or fixed (snapshot) mode. In the scanning mode, for a given energy range, the voltage applied to the electrostatic lenses is swept, with $E_0$ kept fixed, so that each channel counts electrons with the selected kinetic energy for an interval equal to the selected time window. The acquisition time can be drastically reduced working in fixed mode. This procedure exploits the relation between the energy of the electron and its position on the detector.
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2.6.1 Figure 2.19: Encoding scheme of the delay line detector. The time delay between the two signals originated by the delay line are converted in a spatial position of the impinging electron beam, and so in the energetic distribution inside the single energy channel.

(see fig. 2.18a). If the energy range covered by the detector is wide enough and if the number of available channels is sufficiently high to clearly discriminate the photoemission features, it is possible to acquire a detector image and obtain the photoemission spectrum in one single shot.

It is important to highlight that to speed up the acquisition time allows not only monitoring in real-time chemical reactions occurring at surfaces, such as the Si intercalation process below graphene and the subsequent silicide formation presented in Section 5.3, but also to prevent sample contamination due to residual gas during time-consuming measurements that require the acquisition of thousands spectra, as in the case of the XPD investigations of the h-BN/Ir(111) interface (Section 3.3.3) and the N-doped graphene layer (Section 6.3).

2.6.2 Commissioning of the New Insertion Device

The optical layout of the SuperESCA beamline is shown in fig. 2.16. The new radiation source is a 46 mm-period undulator with 98 periods installed on a straight section of the Elettra storage ring. The undulator is composed by two equal modules and is capable to produce horizontally polarized light only. By setting the gap value from a minimum of 13.5 mm up to 40 mm the photon energy can be varied in the range 90-1800 eV working with 1st, 3rd and 5th harmonics. The monochromator is a modified version of the standard SX700 monochromator working in stigmatic configuration. Inside the monochromator the light is directed towards the plane grating
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Figure 2.20: Undulator energy spectrum measured at the SuperESCA beamline.

by a plane mirror with variable angle of incidence. The diffracted beam is then focused at the exit slit, which defines the vertical size of the spot on the sample. A tapering of $\sim 1$ mm allows a controlled broadening of the spectrum of the harmonics. The possibility to taper the undulator gap, that is, to introduce a linear gap gradient along the length of the undulator, is of particular importance for NEXAFS measurements where the quick scan of the photon energy is required. In order to do this, the ideal approach would be to tune the undulator gap and synchronize the movement of the monochromator. However, this approach can pose technical problems for the mechanical motion of the undulator gap and the electron beam stability in the ring. The alternative method is to broaden the undulator harmonic by introducing a taper: in this way is possible to get a broader spectrum at a particular photon energy, but at the cost of peak flux.

**Undulator spectra.** As explained above, the undulator spectrum is not continuous, but peaked at well defined wavelengths defined by the value of the undulator gap. This is clearly illustrated in fig. 2.20, showing the undulator spectrum measured (at different gap values) by means of a photodiode placed after the exit slit. The latter has been set to 10 $\mu$m, meaning that the bandwidth varies with the photon energy, while the aperture of the double slit was fixed to $1 \times 1$ mm$^2$.

The photon flux at the sample, normalized at 100 mA ring current, is shown in fig. 2.21. The maximum flux is about $2 \times 10^{12}$ ph/s/100 mA at 130 eV, while it progressively decreases at higher photon energies. The minimum located at $\sim 300$ eV is close to the C $K$-edge threshold and, indeed, is caused by a carbon contamination of the mirrors surfaces.
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Fig. 2.22 shows the improvements achieved by the new insertion device in terms of photon flux. With the storage ring operating at 2.0 GeV, the actual photon flux is about 2-3 times the older one up to 700 eV, and further increases at higher photon energies (solid red curve). These findings are even better than those expected from the simulations (dashed curve), since the latter obviously do not account for the re-alignment of the optical axes along the beamline, which, in turn, results in a maximization of the photon flux. A closer inspection to the experimental ratio curve in fig. 2.22 reveals two little bumps at about 300 and 600 eV photon energy. The drop at 300 eV is related to the aforementioned carbon contamination of the optical elements. The second bump, instead, is due to a flux lowering of the previous device in this energy range which corresponds to the switch from the 1\textsuperscript{st} to 3\textsuperscript{rd} harmonic. The gain is more regular with the ring operating at 2.4 GeV, the flux being approximately 3 times the older one. The broad peak at 800 eV corresponds to the shift from the 1\textsuperscript{st} to the 3\textsuperscript{rd} harmonic of the old undulator.

It is important to stress that the increased photon flux is of fundamental importance for the XPD measurements, where the flux gain at high photon energy allows to perform diffraction experiments working in forward scattering regime, thus giving a direct insight into the surface symmetry and bond orientations (see Section 2.4). Moreover, with a higher photon flux is possible to overcome the transmission damping experienced at low pass energy values and, eventually, to increase the energy resolution and the signal-to-noise ratio in the XPS spectra (see Section 2.6.1). This is an essential requirement to determine the CLSs of 4\textit{d} and 5\textit{d} transition metals which shows relatively small variations of the core-level binding energy.
due to adsorption of atomic/molecular species or because of the interaction with graphene. For instance, this advantage was greatly exploited in order to understand the growth mechanism of the $h$-BN single layer (Chapter 3), or the oxygen intercalation process (Chapter 4) and the formation of an oxide layer (Chapter 5) below graphene.

**Monochromator energy resolution.** Most of the time, the evaluation of the energy resolution for a soft X-ray monochromator is done by measuring the core level photoabsorption from noble gases. This is primarily due to the fact that this method does not involve any complicated detector, such as an electron energy analyzer, which would add extra broadening to the experimental data. The lifetime of the core hole excited states is, in the ideal case, long enough so that their natural linewidth ($\Gamma$) should be much smaller than the value of the monochromator resolution. Because of the high resolutions achieved, however, only very few atomic or molecular states fulfill such a requirement.

In order to determine the energy resolution, we measured the absorption thresholds of some selected gases, namely, argon, nitrogen and neon, with a small gas ionization cell placed behind the sample. Fig. 2.23 depicts the two-plate ionization chamber used for the photoionization measurements. The absorption spectra are measured by recording the ion current passing through the electrodes kept at different potentials. The ionization cell is connected to the gas inlet system, which allows a rapid gas exchange. The measurements were performed with the exit slit aperture set at 10 $\mu m$ and with the monochromator operating in first order harmonic for Ar and
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Figure 2.23: Sketch of the ionization cell employed for measuring the photoabsorption spectra of the noble gases.

$N_2$, and in second order harmonic for Ne. The horizontal position of the exit slit depends on the angles of incidence, $\alpha$, and diffraction, $\beta$, at the plane grating through the focus constant $C_f = \cos \beta / \cos \alpha$. The most commonly used value is $C_f = 2.25$. However, in order to search for the best resolution, this parameter can be modified: larger (lower) values of $C_f$ give better (worst) resolution and worst (better) 2nd order suppression. The spectra shown in fig. 2.24 have been recorded using this approach.

Fig. 2.24(a) shows a portion of the $L_{2,3}$ absorption spectra of argon, obtained with $4.5 \times 10^{-7} \text{ mbar}$ Ar pressure in the gas cell and $+200$ eV bias potential. The peak at 243.8 eV corresponds to the transition $2p \rightarrow 4s$, which is commonly used to probe the spectral resolving power $E/\Delta E$ of soft X-rays beamlines. In order to get a quantitative information on the monochromator resolution this excitation has been fitted with a Voigt function (dashed curve). The superposition of Lorentzian and Gaussian profiles accounts for lifetime and experimental broadening, respectively. Assuming a natural linewidth of 121 meV, in accordance with the literature [27], the Gaussian width is found to be 16 meV, which corresponds to a resolving power of about 15000. The core level vibrational structure of the $1s \rightarrow \pi^*$ transition of gaseous $N_2$ is shown in fig. 2.24(b). This spectrum has been measured at $2.3 \times 10^{-7} \text{ mbar}$ $N_2$ pressure. This excitation is widely used to determine the resolution in the 400 eV photon energy range [28]. In particular, the ratio of the first valley (399.8 eV) to the third peak from the left (400.1 eV) is very sensitive to the spectral resolution. Here we found a ratio of 0.8 in first order diffraction, while the best reported value is 0.7 for a measurement in the second order [29]. Assuming a Lorentzian natural linewidth of 128 meV [30], the separation of adjacent vibrational peaks
ranges from 212 to 230 meV. The corresponding Gaussian width is 55 meV, which results in a resolving power of about 7000. Finally, the $1s \rightarrow 3p$ transition at about 864 eV of the Ne $K$-edge is used to characterize the spectral resolution at higher photon energy (fig. 2.24c). In this case, we assumed a natural linewidth of 265 meV [31] and found Gaussian width of 251 meV, indicating a resolving power of about 3500.
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Chapter 3

Growth and Characterization of Hexagonal Boron Nitride on Ir(111)

3.1 Introduction

As already pointed out in the introductory Chapter to this thesis, prompted by the popularity of graphene technologies, in the last years researchers have started to explore other layered systems. In this regard, h-BN is attracting great interest because, due to its intrinsic insulation and structural similarity to graphene, is the natural candidate as a substrate for graphene-based electronic devices. Indeed, transport measurements of graphene devices on h-BN substrate show largely improved charge carrier mobility compared to those on SiO$_2$ platforms [1]. Furthermore, it was shown that h-BN can be used as template for arranging molecules in a controlled, ordered fashion, [2, 3] thus paving the way for the development of novel nanodevices [4]. In this respect, h-BN is considered a promising candidate, especially after the discovery by Corso et al. [5] of the formation of a self-assembled nanostructure, the so-called nanomesh, on the Rh(111) surface.

Among the several methods to synthesize h-BN single layers, one of the most commonly employed to obtain high-quality films is by CVD of benzene-like B$_3$N$_3$H$_6$ at transition metal surfaces. Many of these studies concern the growth on substrates with the same C$_{3v}$ symmetry as h-BN, namely, (111) and (0001) hexagonal surfaces of face-centered cubic (fcc) and hexagonal closed-packed (hcp) crystals, respectively. Illuminating examples are Ni(111) [6–9], Rh(111) [10], Pt(111) [10, 11] and Ru(0001) [12, 13]. In addition, there are few investigations of h-BN growth on top of more open surfaces, such as Ni(110) [14], Cr(110) [15], Pd(110) [16] and Mo(110) [17].

So far, most of the research has been focused on the characterization of the morphology and electronic structure of the single layer, but little
is known on the processes that lead chemisorbed borazine molecules to form an extended and long-range ordered $h$-BN film. Only a few investigations report on the adsorption and interaction of borazine with metallic surfaces\textsuperscript{1} [19–22]. Borazine has been found to bind with the molecule ring either perpendicular, on Pt(111) [19, 20], or parallel to the surface, as in the case of Au(111) [20] and Ru(0001) [21] substrates. This behaviour resembles that of benzene ($C_6H_6$) adsorption on metallic supports, although the $C_6H_6$ molecules adsorb prevalently in flat geometry [23, 24]. An exhaustive picture of the chemisorption properties of borazine on transition metals is therefore still missing.

In this context, it has to be stressed that the adsorption and nucleation mechanisms greatly influence the final quality of the $h$-BN layer. Therefore, addressing these fundamental issues is an important preliminary study to shed light on the assembly of $h$-BN single layers with outstanding crystalline perfection. A strategy to improve the quality of the $h$-BN film is to apply low precursor pressure combined with high substrate temperature [25], or to simultaneously expose the metal surface to borazine and hydrogen [26]. Nevertheless, it is challenging to obtain large single crystalline domains because of the formation of rotated phases that give rise to grain boundaries and other 1D defects [27]. For instance, the nucleation of rotational domains has been reported for systems characterized by a weak interfacial bonding, like Pd(111) [28], Cu(111) [29] and Ag(111) [30]. Moreover, the formation of misoriented domains has been observed also in the case of strongly chemisorbed $h$-BN monolayers, such as on Ni(111) [31] and Rh(111) [25]. The origin of the rotational domains has been traced back to factors like commensurability, symmetry, interaction with the substrate, and also chemistry of the precursor [28, 32, 33]. To date, however, the control of the relative abundance of these structures is far from being achieved: much effort is still needed in order to achieve the highest quality for $h$-BN films on metal surfaces.

The critical issues of $h$-BN growth on metal supports outlined above, that is, early stage borazine adsorption and optimization of the CVD method, are the subject of the comprehensive study presented in this Chapter. Using in situ high-energy resolution XPS, in combination with complementary experimental techniques (see Chapter 2), we first show that borazine adsorbs molecularly on Ir(111) at 170 K, with the molecule ring oriented parallel to the substrate. Molecular dissociation occurs near room temperature, with dehydrogenation accompanied by partial cracking of the borazine ring, a process which precedes the formation of the $h$-BN lattice. Furthermore, we demonstrate a CVD strategy to foster the growth of $h$-BN layers with single orientation on a weakly interacting substrate such

\textsuperscript{1}For the sake of completeness, it is noteworthy mentioning the study of the reaction of borazine with the semiconducting Si(100) surface [18].
as the Ir(111) surface by properly controlling the synthesis conditions. We adopted two different growth procedures and subsequently characterized the geometry of the resulting \( h \)-BN layers by means of electron and photoelectron diffraction techniques. We find that, while the ordinary high-temperature borazine deposition gives rise to the nucleation of opposite-oriented \( h \)-BN domains, a monolayer with a single orientation can be synthesized by room temperature borazine exposure followed by annealing.

### 3.2 Experimental Details

The Ir(111) surface was prepared by repeated cycles of Ar\(^+\) sputtering, oxygen treatment between 600 and 1000 K to remove carbon atoms eventually segregated from the bulk crystal, and hydrogen exposure to 800 K to remove oxygen atoms adsorbed on the crystal surface. After this cleaning procedure, the LEED pattern appears sharp and exhibits a low intensity background. Borazine was synthesized following the procedure described by Wideman et al. [34], and stored below 250 K to avoid its degradation. Prior to each exposure, borazine was regularly purified by repeated freeze–thaw cycles. In order to enhance the surface signal, during the TPD experiments the sample was placed in front of the mass spectrometer equipped with a Feulner cup [35].

The high-energy resolution XPS Ir 4\( f_{7/2} \), B 1\( s \) and N 1\( s \) core-level spectra were collected using photon energies of 130, 284 and 500 eV, respectively, with an overall energy resolution (electron energy analyzer and X-ray monochromator) ranging from 40 to 100 meV. The XPD measurements were performed with photon energies corresponding to electron kinetic energies of 115, 120 and 315 eV. At each of these energies 1140 spectra were measured, corresponding to different polar (\( \theta \)) and azimuthal (\( \phi \)) angles. Each XPD pattern was measured over a wide azimuthal sector, ranging from 120\(^\circ\) to 140\(^\circ\), from normal (\( \theta = 0^\circ \)) to grazing emission (\( \theta = 80^\circ \)). The reported modulation functions were obtained for each polar emission angle \( \theta \) from the peak intensity \( I(\theta, \phi) \) as \( (I(\theta, \phi) - I_0(\theta))/I_0(\theta) \), where \( I_0(\theta) \) is the average intensity for each azimuthal scan. The theoretical XPD patterns were calculated with the Electron Diffraction in Atomic Cluster (EDAC) simulation code [36].

### 3.3 Results and Discussion

#### 3.3.1 Low Temperature Borazine Adsorption

Fig. 3.1a reports the temporal evolution of the B 1\( s \) spectra during \( \text{B}_3\text{N}_3\text{H}_6 \) uptake on the Ir(111) substrate at 170 K. At low exposure, a single component grows at a binding energy of 189.7 eV (B\(_{\text{mol}}\)). This component reaches
saturation at \( \sim 1 \text{ L} \) (1 L = \( 1 \times 10^7 \text{ Torr·s} \)), while a new peak emerges at 190.3 eV (\( B_m \)). The new \( B_m \) feature grows with increasing borazine exposure and did not saturate, as depicted in fig. 3.1b, which shows the evolution of the B \( 1s \) components as a function of the \( B_3N_3H_6 \) exposure. This behaviour suggests the formation of a multilayer structure associated with the \( B_m \) component, in analogy with the results previously reported for benzene adsorption on the Pd(111) surface [37]. The progressive shift of \( B_m \) by about 600 meV towards higher binding energy is most likely due to final state effects [38, 39]. Indeed, it is well known that the relaxation and screening of the core-hole can significantly modify the measured binding energy. The intensity of these effects varies depending on the boundary conditions, in terms of charge relaxation of the emitter atom. In this case, compared to the first-layer chemisorbed molecules, the core-hole screening by the metal surface becomes less efficient as the thickness of the multilayer film increases. Obviously, the contribution of initial state effects cannot be neglected.

Fig. 3.2 displays the B and N K-edge NEXAFS spectra measured for 1.1 and 3.3 L borazine exposure. At 1.1 L exposure, four peaks can be distinguished in the N K-edge spectra: \( A_1, A_2, A_3 \) and \( A_4 \) at 398.2, 399.3, 400.7 and 402.0 eV photon energy, respectively (fig. 3.2 (a)). By comparison with
the borazine electronic structure in the gas phase [40], these resonances are assigned to transitions from the N 1\textit{s} core level towards molecular orbitals with $\pi$ character. However, borazine shows only two unoccupied $\pi$ orbitals, namely, $\pi^*(e''')$ and $\pi^*(a''_2)$, while in this case we observe four resonances. Most likely, the additional resonances are the result of non-equivalent adsorption configurations of borazine molecules on the Ir(111) surface. The pronounced angle dependence of $A_1$ and $A_3$, which are clearly visible in the spectra measured at grazing incidence (black curve, $\theta_{ph} = 70^\circ$) and almost vanished at normal incidence (red curve, $\theta_{ph} = 0^\circ$), is consistent with the presence of molecules adsorbed with the plane of the hexagonal ring parallel to the surface. On the other hand, $A_2$ and $A_4$ are measured at both incidence angles, and therefore their intensity do not depend on the polarization of the incoming photon beam. These features are thus related to molecules that are tilted away from the iridium surface. The shift of about 3 eV between $\pi^*(e''')$ and $\pi^*(a''_2)$ resonances, which is quite close to 3.3 eV shift measured in gas phase borazine [40], further supports our assignments. The broad features observed above 405 eV, instead, are associated with $\sigma$-related orbitals. The interpretation of the B K-edge NEXAFS is in line with the above analysis. However, the resonances are quite broad, rendering the identification of their exact position difficult, except for $A_2$ and $A_3$ resonances at 190.5 and 191.5 eV, respectively. It is noteworthy that around 1 L the low coverage adsorption state saturates, while the multilayer state only starts to be populated (fig. 3.1). Therefore, we assign the intense $A_1$ and $A_3$ resonances of flat-lying borazine to the $B_{mol}$ photoemission component, and we associate $A_2$ and $A_4$, corresponding to the tilted bonding geometry, with the $B_{bn}$ component.

In going from 1.1 to 3.3 L, the intensity of $A_2$ increases and its polarization dependence is lost, this resonance being visible at both incidence angles. This suggests the preferential growth of the tilted borazine population, in accordance with the development of the multilayer structure. Furthermore, we do observe a close similarity between the gas phase borazine EELS reported in Ref. [40] and the NEXAFS measured for the multilayer phase that can be explained by considering that the disorder of the multilayer structure is analogous to the random molecular orientation in the gas phase. This finding further supports our assignment of the two $\pi^*$ transitions to different adsorption geometries.

Taken together, the XPS and NEXAFS data state that the adsorption configuration depends on the degree of borazine coverage which, in turn, is determined by the size of the molecule. Hence, the ready availability of free surface plays a fundamental role in the borazine adsorption mechanism on Ir(111). In order to evaluate the amount of borazine deposited during the evaporation, we compared the total B 1\textit{s} (or N 1\textit{s}) intensity of the corresponding spectra with that of the h-BN single layer. The full substrate coverage of h-BN is 2.34 ML (see section 3.3.3) and corresponds to a boron
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Figure 3.2: N and B K-edge NEXAFS for (a) 1.1 and (b) 3.3 L borazine exposure on Ir(111) at 170 K. Red (black) spectra are recorded with the angle between the surface normal and the direction of photon polarization $\theta_{ph} = 0^\circ (70^\circ)$.

(nitrogen) coverage of 1.17 ML, where 1 ML is the surface atomic density of the Ir(111) surface. Using this value, we calculated a boron (nitrogen) coverage of 0.6 ML at the saturation of B$_{mol}$ (after exposure to $\sim$1 L borazine), which corresponds to a molecular coverage of 0.2 ML, since there are three boron atoms per borazine molecule. A single borazine molecule adsorbed with the plane of the ring parallel to the Ir(111) covers an area of 32.7 Å$^2$. The lattice constant of the Ir(111) surface is 2.715 Å, corresponding to an area of 6.4 Å$^2$ per unit cell. Therefore, assuming a close-packed configuration, the theoretical saturation coverage of borazine on Ir(111) turns out to be 0.19 ML. This value has to be considered only a crude approximation of the maximum packing since it does not take into account photoelectron diffraction effects, that could modify the photoemission intensity, nor the adsorbate-substrate registry. Nevertheless, the good agreement between the ‘experimental’ and ‘theoretical’ coverage suggests that the 1.1 L exposed Ir(111) surface is completely saturated. Furthermore, this result could also be taken as an indication that the saturation coverage is driven by borazine lateral interactions.

---

2This value is calculated by assuming the following interatomic distances: B–N=1.4 Å, B–H=1.2 Å, N–H=1.0 Å [41]. The van der Waals radius of the aromatic hydrogen atom is 1.0 Å [42].
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Figure 3.3: (a) B 1s core level of the B₃N₃H₆ saturated (25 L exposure) surface at 330 K, the spectral components are shown superimposed (see text for details). (b) Intensity evolution (normalized to the saturation value) as obtained by fitting the B 1s spectra measured during the B₃N₃H₆ uptake.

In summary, up to coverages of about 0.20 ML, borazine is π bonded to the Ir substrate with its plane oriented parallel to surface. Subsequent surface crowding, above 0.20 ML, forces the molecules to bind in a tilted configuration, eventually forming a multilayer structure on top of the first chemisorbed layer. It is noteworthy that borazine has been proposed to lie flat on Ru(0001) [21] and Re(0001) [22], with room temperature saturation coverages of 0.15 and 0.23 ML, respectively, as determined from attenuation of the substrate Auger electron spectroscopy (AES) signal. Also on the Au(111) surface, a binding geometry with the plane of the borazine ring parallel to the substrate has been reported, in contrast to the vertical geometry proposed for borazine adsorption on Pt(111) [20].

3.3.2 From Undissociated Borazine to h-BN

While the low-temperature adsorption does not show any indication of borazine dissociation, the situation becomes quite different at higher temperature. Fig. 3.3a displays the B 1s spectrum measured after exposure to 25 L of borazine at a sample temperature of 330 K. Several spectral contributions can be distinguished: B0, B_{mol} and B_{ad}, at binding energies of 190.5, 189.6, and 188.6 eV, respectively. The intensity evolution of the different components as a function of the borazine exposure is shown in fig. 3.3b. The line shape of the three peaks was fixed during the fitting analysis of the whole sequence. At the beginning of the borazine uptake, only B_{mol}
Figure 3.4: Thermal desorption spectra obtained during annealing (3 K s$^{-1}$) of the borazine saturated surface (11 L exposure at 170 K). H$_2$ desorbs between 250 and 900 K, with a maximum desorption rate at 330 K.

is observed, while the other two components rise at slightly higher exposures (above 0.3 L). The binding energy of the B$_{mol}$ component is close to the value reported in the previous section for the low-temperature borazine adsorption. This contribution is therefore assigned to borazine molecules which adsorb intact on Ir(111). It is noteworthy that B0 and B$_{ad}$ grow almost simultaneously, although with different rates, thus suggesting a common origin of the two components. At saturation, above 2 L exposure, the relative populations of these species are 52% (B0) and 32% (B$_{ad}$) with respect to B$_{mol}$. The attribution of B0 and B$_{ad}$ to non-equivalent B atoms within the borazine molecule appears unlikely, because the ratio B0/B$_{ad}$ is not constant during the uptake. From the XPS and LEED characterization of the clean surface we could expect a low density of surface defects. For this reason, also due to the high intensity of B0 and B$_{ad}$, we can rule out the possibility of preferential adsorption at defective sites. Furthermore, induced photodissociation can be excluded since the photoemission spectra do not undergo any modification with time when the surface is exposed to the photon beam. Hence, it is most probable that borazine molecules dissociate on Ir(111) at 330 K, giving rise to the B0 and B$_{ads}$ components. The binding energy position of B$_{ad}$ is close to the value of 188.4 eV reported for diluted boron in Rh(111) [43]. Therefore, it is realistic to assign the B$_{ad}$ component to boron adatoms and B0 to borazine fragments.

In order to prove that B$_3$N$_3$H$_6$ dissociation occurs on the Ir(111) surface exposed at room temperature, we performed a TPD experiment. Fig. 3.4 shows the H$_2$ thermal desorption spectra (m/e = 2) from the iridium surface exposed to 11 L of borazine at 170 K. As can be seen from the hydrogen desorption curve, the dehydrogenation starts already at 250 K and
continues over a broad temperature range up to 900 K, with a maximum desorption rate at about 330 K. These findings resemble those obtained on $\text{B}_3\text{N}_3\text{H}_6/\text{Pt}(111)$ by Simonson et al. [20], reporting a broad $\text{H}_2$ desorption peak with a maximum at 285 K. The desorption maxima falls within the temperature range of $\text{H}_2$ desorption from the Ir(111) surface exposed to hydrogen, which lies between 290 and 370 K, depending on the initial coverage [44]. Therefore, our data are also compatible with a borazine dehydrogenation process followed by a second-order recombinative $\text{H}_2$ desorption. To deepen the understanding on the interaction of borazine fragments with the iridium substrate prior to the formation of the $h$-BN layer, we monitored the evolution of the $\text{B} 1s$ and Ir $4f_{7/2}$ spectra after annealing up to different increasing temperatures, ranging from 470 to 1370 K. The sequence of spectra is reported in fig. 3.5. As can be seen, the B0 component grows with increasing temperature and moves towards lower binding energies, while the intensity of both $\text{B}_{\text{mol}}$ and $\text{B}_{\text{ad}}$ gets reduced. Upon annealing to 620 K, a new component at 190.8 eV (B1) has to be included in the analysis to achieve a low residual modulation. The intensity of this component increases progressively up to 1120 K. Between 1120 and 1370 K, a complete suppression of $\text{B}_{\text{mol}}$ and $\text{B}_{\text{ad}}$ is observed, while B0 and B1 shift by about 0.3 eV towards lower binding energy. The B0 and B1 peak positions and line shapes are quite close to those characteristics of the extended $h$-BN monolayer (see Section 3.3.3).

The Ir $4f_{7/2}$ core level spectrum of the clean substrate exhibits the bulk component at 60.83 eV, IrB, and the surface component, IrS, at 60.28 eV. The line shape parameters and the measured SCLS of -540 meV are in good agreement with previous determinations [45] and theoretical calculations [46]. Upon borazine exposure, a new broad feature (IrS2) at 60.61 eV grows between the surface and the bulk component. This is paralleled by a drop of the IrS peak intensity and a slight reduction of its SCLS to -505 meV. The same parameters of the clean surface component were used to describe the line shape of the adsorbate-induced IrS2 peak. Upon increasing the annealing temperature, IrS2 continuously decreases, while IrS almost recovers the intensity of the clean surface and shifts towards lower binding energy, eventually reaching a SCLS of about -535 meV, which is very close to the value measured on clean Ir(111). At the same time, as expected, the binding energy position of the bulk peak remains fixed.

The XPS results clearly indicate that the $\text{B}_3\text{N}_3\text{H}_6$ molecule undergoes dissociation on Ir(111) close to room temperature. However, the photoemission peaks corresponding to molecular fragments and boron adatoms can be detected only for exposures larger than 0.3 L, when the slope of the $\text{B}_{\text{mol}}$ intensity curve decreases (see inset in fig. 3.3). These findings suggest that borazine dissociation does not occur in the initial stage of the adsorption: the first adsorbed molecules keep their benzene-like ring intact, giving rise to the $\text{B}_{\text{mol}}$ spectral component.
Figure 3.5: High-energy resolution B 1s and Ir 4f\textsubscript{7/2} core level spectra for the clean substrate (bottom), the B\textsubscript{3}N\textsubscript{3}H\textsubscript{6} saturated (25 L exposure at 330 K) Ir surface and after fast annealing to the listed temperatures, together with the different spectral contributions. All curves are plotted after linear background removal.
Molecular decomposition takes place only above 0.3 L, leaving dehydrogenated molecules and molecular fragments (B0), and boron adatoms (B_{ad}) on the surface. A temperature as high as 930 K was suggested for the B-N bond breaking process taking place on Rh(111) [25]. Here, instead, the presence of atomic boron indicates that the borazine ring cracks already at 330 K. This value compares to the detection of atomic B and N species by Auger electron spectroscopy on the Re(0001) surface exposed to borazine and annealed to 570 K [22]. Further molecular dissociation is observed at higher temperature, as depicted by the intensity drop of B_{mol} and by the increase of B0 components (see fig. 3.5).

At the same time, B_{ad} loses intensity, suggesting a depletion of boron adatoms. It is interesting to note that (i) after exposure at room temperature the intensity of B_{ad} is approximately 17% of the total B 1s signal and that (ii) subsequent annealing of the system results in a decrease of the the photoemission intensity by almost the same amount, the drop being of about 15%. The total intensity of the N 1s core level (not shown here) diminishes by about the same quantity (∼20%). Therefore, although the contribution due to photoelectron diffraction effects cannot be excluded, this reduction is likely due to a partial depletion of the B and N species on the iridium surface. In this respect, the diffusion of atomic boron into the bulk – a similar behaviour was previously observed for boron adsorbed on Pd(111) [47] and Ni(100) [48] – and/or desorption of NH and N2 species seem to be the most plausible processes [49].

This trend in the intensity evolution of B0, B_{mol} and B_{ad}, continues above 620 K, paralleled by the appearance of a new feature (B1). Our findings can be explained by comparison with the h-BN growth process on Rh(111) [25]. Dong et al. evidenced a first reorganization into nanometer-scale clusters at 690 K, with the h-BN structure emerging already below 900 K. In agreement with the proposed mechanism, we interpret the observed changes in our XPS spectra as due to the earliest rearrangement of dehydrogenated molecules and fragments to form islands with h-BN morphology; this means that the islands are already characterized by strongly and weakly bonded regions, associated with B1, N1 and B0, N0 components, respectively (see next section). As the temperature is further increased, B0 and B1 shift towards lower binding energy, while B_{mol} and B_{ad} disappear. The evolution, in terms of binding energy and intensity of the boron spectral components, reflects the coalescence of the dehydrogenated BN rings and molecular fragments, a process which ends up with the completion of the h-BN layer. The proposed mechanism is confirmed also by the behaviour of the hydrogen desorption curve shown in fig. 3.4. Beyond the main desorption feature close to room temperature, dehydrogenation extends over a wide temperature range, up to 900 K, due to the dehydrogenation of both intact-ring molecules and molecular fragments adsorbed on the surface. It has to be stressed that the h-BN film obtained in this way
covers an area which is about 60\% that of a full BN monolayer. Indeed, at room temperature, part of the hydrogen atoms are still bonded to the borazine molecules, which therefore occupy a greater area than the hexagons in the final $h$-BN configuration. In order to increase the coverage it is either possible (i) to repeat the cycles of room temperature borazine exposure followed by annealing until saturation of the surface or (ii) to expose the Ir substrate directly at high temperature in order to promote the prompt desorption of hydrogen. These growth procedures are described in detail in the next section.

The variations of the adsorbate chemical composition and structure lead to large changes also in the Ir $4f_{7/2}$ spectra. The SCLS of clean Ir(111) is due to the narrowing of the surface $d$-band that gives rise to a shift of the surface component IrS to lower binding energies (Section 2.3.1). In this respect, it is well-known that atomic and molecular adsorption on transition metal surfaces typically induces a broadening of the substrate $d$-band, together with a lowering of the density of states at the Fermi level. As a result, for transition metals with a more than half-filled $d$-band, a shift towards higher binding energy of the $d$-band of the surface atoms interacting with the adsorbate with respect to that of the clean atoms is observed. This effect applies also to the adsorbate-induced IrS2 [50] component, which indeed shows an upward binding energy shift compared to IrS. The intensity gain of IrS at the expense of IrS2 upon annealing, clearly reflects the reorganization of the adsorbates from a disordered structure, composed of several chemical species strongly interacting with the Ir surface, into an ordered $h$-BN lattice, when the interaction with the substrate is strongly reduced. Similar findings have been reported for graphene growth on Ir(111) [46, 51], where the interaction with the substrate is strongly reduced (further details on the graphene/Ir(111) interface are given in Chapter 4). Indeed, ethylene adsorption at room temperature followed by annealing [46], gives rise to a third photoemission feature between surface and bulk components due to the first-layer Ir atoms interacting with the chemisorbed C$_x$H$_y$ species. Moreover, as in our case, increasing the substrate temperature results in a continuous intensity reduction of the adsorbate-induced peak, paralleled by the growth of the clean surface component. This behaviour has been explained in terms of the evolution from strongly chemisorbed ethylene molecules to graphene, which is very weakly interacting with Ir(111) [46]. These same considerations can be therefore applied also to the $h$-BN growth on Ir(111).

### 3.3.3 $h$-BN Single Layer

Two different procedures have been followed to grow an extended $h$-BN single layer. The first method consisted in the exposure of the Ir(111) surface at 1070 K to $p = 5 \times 10^{-8}$ mbar of borazine (Growth 1). The second ap-
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**Figure 3.6:** LEED patterns measured at 83 eV for \( h \)-BN synthesized according to (a) Growth 1 and (b) Growth 2 procedures. Insets: zoom-in of the principal spots measured at 55 eV. (c) The six- and three-fold symmetry of the patterns is clearly shown by the line profile analysis along the colored rings containing the BN spots in (a) and (b) with red and blue lines, respectively.

Proach, instead, consisted in repeated cycles of borazine exposure at room temperature at pressure \( p \sim 1 \times 10^{-8} \) mbar until saturation of the surface, followed by annealing to 1270 K, with a 4 K s\(^{-1}\) heating rate (Growth 2).

Fig. 3.6a,b shows the LEED patterns from the \( h \)-BN layers synthesized as described above. The images prove the quality and long range order of the \( h \)-BN layers for both growth procedures (see also zoom-in in the insets). The first-order substrate diffraction spots are surrounded by a six-fold arrangement of sharp moiré satellites, due to the formation of a coincidence lattice between the \( h \)-BN layer and the Ir(111) substrate. The line profile analysis reveals a superstructure with a periodicity of \( (13 \times 13) \) BN units \( (a = 2.50 \ \text{Å}) \) on top of \((12 \times 12)\) Ir unit cells \( (a = 2.72 \ \text{Å}) \). This result, together with the absence of additional diffraction features that are rotated with respect to the first-order Ir-induced spots indicates that, for both synthesis procedures, the \( h \)-BN unit cell is aligned parallel to the \(< 101 >, < 01\overline{1}> \) or \(< 110 >\) crystallographic directions. However, a comparison of the LEED intensities reveals a major difference for the two growth methods. While the Ir-induced spots always show the expected three-fold symmetry, the pattern from the \( h \)-BN layer grown at high temperature (fig. 3.6a) exhibits
moiré-spots with six-fold symmetry, as shown by the red intensity distribution plot in fig. 3.6c. On the other hand, for the second growth procedure, also the BN-related spots are three-fold symmetric (blue curve in fig. 3.6c). Notably, this behaviour has not been observed so far. Indeed, the LEED patterns reported in literature for lattice-mismatched \( h \)-BN/transition metal interfaces always show moiré intensities with six-fold symmetry [10, 28, 52, 53]. Only for the lattice-matched Cu surface a three-fold symmetric pattern has been measured, but in this case is not possible to disentangle the contributions from the substrate and the \( h \)-BN layer because of the overlap of the corresponding LEED spots [54].

To gain further insight into the structural properties of the \( h \)-BN/Ir(111) interface, XPS and XPD techniques were employed to characterize the chemical composition and structure of the system. Fig. 3.7 shows the high-resolution B 1\( s \), N 1\( s \) and Ir 4\( f_{7/2} \) core level of the \( h \)-BN layer synthesized using the first method. The photoemission spectra do not show any significant difference for the two preparations. The Ir 4\( f_{7/2} \) spectrum displays the same three components described in the previous section, that is, IrB, IrS and IrS2. The double-peak structure in the B 1\( s \) and N 1\( s \) core levels is rather similar to that published in Ref. [55], where the formation of the \( h \)-BN layer was investigated on several transition metal surfaces. The main peaks B0 and N0 at 189.84 and 397.52 eV, respectively, are thus associated with \( h \)-BN regions weakly interacting with the Ir atoms, while the minor contributions B1 and N1 at 190.61 and 398.62 eV, respectively, stem from the strongly chemisorbed \( h \)-BN regions.

A quantitative interpretation of the overlayer morphology cannot be directly extracted from the XPS spectra since diffraction effects might affect the photoemission intensity. Therefore, in order to properly evaluate the intensity ratios N1/N0 and B1/B0, we measured the photoemission spectra at different photon energies [55], corresponding to a kinetic energy range of 40-200 eV. The average value of the N1/N0 and B1/B0 ratios calculated in this way is 0.17. This value nicely compares to the relative weight of the adsorbate-induced Ir 4\( f_{7/2} \) feature with respect to the total surface signal, IrS2/(IrS2+IrS)= 0.16. This result further confirms the overall assignment of the spectral components: N0, B0 and IrS, stem from the weakly interacting atoms, while N1, B1 and IrS2 are associated with the atoms residing in the regions where the \( h \)-BN layer is strongly bonded to the Ir surface.

As can be expected for an extended, long-range ordered \( h \)-BN layer lying flat on the substrate, the NEXAFS spectra show a marked angular dependence (fig. 3.8). Three \( \pi^* \) (\( A \), \( A' \) and \( A'' \)) and two \( \sigma^* \) (B and C) resonances can be distinguished in the N K-edge spectra. The \( A' \) and \( A'' \) resonances occur due to the orbital mixing between the Ir \( d \) orbitals and the \( h \)-BN \( \pi \) states [55], and therefore arise from the \( h \)-BN regions strongly interacting with the Ir atoms. In particular, \( A' \) is assigned to excitations to adsorption-induced \( h \)-BN gap states [56], while \( A'' \) is associated with the
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Figure 3.7: High-energy resolution Ir 4f$_{7/2}$, B 1s and N 1s core level spectra measured from $\text{h-BN/Ir(111)}$. The dots represent the experimental points, while the line is the result of the fit. The components used in the fit are also added. The Ir 4f$_{7/2}$ spectrum from the clean surface (black, thick curve) is also shown superimposed for comparison.

Figure 3.8: $\text{h-BN/Ir(111)}$. N K-edge NEXAFS.
excitations to interlayer conduction-band states [7]. On the other hand, the \( \pi \) resonance \( A \) is measured also in the bulk \( h \)-BN NEXAFS spectra [7, 55] and is thus related to the lattice sites weakly bound to the metal substrate.

Fig. 3.9 depicts selected B 1\( s \) and N 1\( s \) XPD patterns for the two preparations (colored sectors), together with their multiple scattering simulations (grey regions), for two different photon energies, corresponding to photoelectron kinetic energies (\( E_k \)) of 115 and 315 eV. The modulation functions in fig. 3.9 were obtained for each polar emission angle \( \theta \) from the peak intensity \( I(\theta, \phi) \) as \( (I(\theta, \phi) - I_0(\theta))/I_0(\theta) \), where \( I_0(\theta) \) is the average value of each azimuthal scan (see also Section 2.4). The simulations have been performed with the EDAC package for a free-standing, flat \( h \)-BN layer. No symmetry was imposed to the experimental data. Let us consider the XPD patterns corresponding to the first preparation. Both B 1\( s \) and N 1\( s \) data exhibit similar diffraction features, with intensity maxima that are clearly visible close to grazing emission angles (fig. 3.9 a,c,e,g). These patterns present six-fold symmetry, consistent with the presence of two \( h \)-BN domains with opposite orientation. This point can be better understood by looking at the geometry of the \( h \)-BN layer on the Ir substrate, as depicted in fig. 3.10, showing the two possible orientations for a \((13 \times 13)/(12 \times 12)\) superstructure keeping the same azimuthal alignment as that of the underlying (111) surface, in agreement with the LEED findings. The domains are rotated by 180° relative to each other. Indeed, the B and N atoms positions are inverted in the corresponding unit cells. If both structures grow on the surface with the same probability and spatial distribution, then we expect the resulting diffraction pattern to be six-fold symmetric, as those obtained by the first growth procedure. In sharp contrast, the second preparation gives rise to diffraction patterns with three-fold symmetry (fig. 3.9 b,d,f,h), indicating the predominance of only one \( h \)-BN domain. A close comparison of the B 1\( s \) and N 1\( s \) XPD patterns shows not only their 180° misorientation, related to the non-equivalent positions of boron and nitrogen atoms in the unit cell, but also appreciable differences in the diffraction features due to different scatterers in the same structural configuration (see also fig. 3.11a and b). These results clearly indicate that the synthesis conditions affect the orientation of the \( h \)-BN layer. Our interpretation is further supported by the very good agreement with the simulated photoemission intensities, which have been performed considering both \( h \)-BN domains in fig. 3.10 (Growth 1), or just one of these (Growth 2).

So far, the emergence and coexistence of multiple \( h \)-BN domains has been reported on several metal surfaces. As mentioned in the introduction to this Chapter, domains without preferential orientation develop on weakly interacting substrates such as Pd [28], Cu [29] and Ag [30]. For the strongly bonded \( h \)-BN/Rh(111) interface, instead, the symmetry of the domains is the same as that of the substrate, although 180° misoriented islands have been reported [25]. Two antiparallel domains form on Ni(111),
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Figure 3.9: Stereographic projection of the integrated photoemission intensity modulation $I(\theta, \phi)$ as a function of emission angles (see text for details) for (a-d) the B 1s and (e-h) the N 1s core levels measured at the indicated photoelectron kinetic energies. The colored sector is the experimental data, while the grey region is the calculation for a flat, free-standing $h$-BN layer.
corresponding to a unit cell with N on top of Ni atoms and B on fcc or hcp sites, that is, (N$_{\text{top}}$,B$_{\text{fcc}}$) or (N$_{\text{top}}$,B$_{\text{hcp}}$) configurations, respectively [31, 57]. It has been suggested that small amounts of carbon contamination may control the ratio between these domains [31]. It is noteworthy that previous experimental findings [52, 55] and theoretical predictions [58] suggest the h-BN monolayer to be rather weakly chemisorbed on Ir(111). Hence, we could expect that the h-BN layer is not forced to adopt a preferential orientation.

The absence of carbon or other impurities was carefully checked by XPS (detection limit of 1% of a monolayer), thus, in our case, we can safely rule out the possibility proposed in Ref. [31]. What is therefore the factor that sets limits on the formation of one or both domains? A plausible scenario is that nuclei with a well-defined alignment are already established at the first stages of the growth, and that these seeds expand while keeping their initial orientation. Theoretical calculations show that for the commensu-
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rate \( h \)-BN/Ni(111) interface the bonding configurations are \((N_{\text{top}}, B_{\text{hcp}})\) and \((N_{\text{top}}, B_{\text{fcc}})\), the latter being energetically favored [9]. The situation is only slightly different for lattice-mismatched interfaces, where periodic repetitions of different coordination sites give rise to a moiré pattern. Nonetheless, the \((N_{\text{top}}, B_{\text{fcc}})\) configuration is predicted to be stable also for these systems, meaning that the regions where the BN network is closer to the substrate develop around this configuration [59, 60]. Accordingly, it is plausible to assume the \((N_{\text{top}}, B_{\text{fcc}})\) to be a bonding configuration also for the initial stages of \( h \)-BN growth on Ir(111).

Based on these considerations, we thus propose the following growth mechanism. When the surface is exposed to borazine at room temperature and then annealed, the nucleation starts in the lowest energy configuration: the small BN islands adopt a single orientation relative to the substrate, which very likely corresponds to a \( fcc \) domain. Notably, we have previously pointed out that borazine dehydrogenation is observed above 250 K (see fig. 3.5). This could therefore indicate that boron and nitrogen atoms are potentially able to couple and interact with the Ir surface atoms already at room temperature. As the growth proceeds, the islands expand without changing orientation, this process being energetically unfavorable even at 1270 K, as can be inferred from the experimental data. The one domain structure resulting from this preparation is thus a direct fingerprint of the presence, in the early stages of the precursor deposition, of nucleation seeds with the same orientation with respect to the Ir substrate. Note that, for the case of graphene, the energy barriers for islands rotation rise as the size of the islands increases [61], indeed the bonding interaction of graphene nanoislands with the Ir substrate is proportional to the ratio between the number of C atoms at the periphery and the total number of atoms in the cluster [46]. Therefore, a similar behaviour can be expected for \( h \)-BN growth. For the synthesis performed directly at high temperature, on the other hand, the thermal energy is sufficient to exceed the energy difference between the \( fcc \) and \( hcp \) adsorption configurations in the initial stages of the CVD process, especially when the islands are small. As a result, both nucleation seeds form, and two antiparallel \( h \)-BN domains develop. It is worth noting that our interpretation well compares to recent STM measurements on the \( h \)-BN/Ru(0001) nanomesh [13] – showing a parallel alignment of the islands growing within the same terrace – , although the interaction between \( h \)-BN and Ir(111) is far less strong than that on Ru(0001) [58].

In order to provide a compelling evidence that the single domain structure obtained by the second preparation has a \( fcc \) orientation, we extended the XPD measurements to the Ir 4\( f_{7/2} \) core level. Indeed, by exploiting the three-fold symmetry of the substrate and by comparison with the simulated intensities, these data allow to determine the orientation of the \( h \)-BN layer with respect to the Ir(111) surface. Fig. 3.11 shows the diffraction patterns for the B 1\( s \) (a) and N 1\( s \) (b) core levels (same patterns displayed in
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Figure 3.11: XPD patterns for B 1s (a) and N 1s (b) core levels ($E_k = 315$ eV), and Ir 4f$_{7/2}$ from surface (d) and bulk (e) atoms ($E_k = 120$ eV). The geometric structures used to simulated these patterns are shown in (c) and (f) for the $h$-BN layer and the Ir(111) substrate, respectively. The simulations of the Ir patterns have been performed for the clean surface.

fig. 3.9f, h), and for the Ir 4f$_{7/2}$ core level from surface (d) and bulk (e) atoms measured on the clean substrate, i.e. before the growth of the $h$-BN monolayer. The azimuthal orientation of the simulations is aligned correspondingly to the geometric structure shown in fig. 3.11c and f for the $h$-BN and Ir(111) lattices, respectively. Accordingly, this finding definitely proves that the absolute orientation of the B-N direction corresponds to the fcc configuration shown in fig. 3.10a.

In summary, in this Chapter we have presented a study of the interaction of borazine with Ir(111), from low-temperature adsorption to dissociation and synthesis of an extended $h$-BN single layer. The choice of a multi-technique approach proved to be a powerful strategy for a thorough analysis of the $h$-BN growth mechanism on Ir(111).

We exploited the high degree of directionality of $\pi$ and $\sigma$ bonds to show, by means of NEXAFS spectroscopy, that borazine adsorbs molecularly at
170 K with the molecule plane oriented parallel to the substrate (up to a coverage of about 0.20 ML). As shown by the TPD experiment, the annealing of the borazine-covered surface results in a continuous dehydrogenation over a wide temperature range, from 250 up to 900 K, with a maximum desorption rate at 330 K. The several components observed in the boron XPS spectra indicate that the B-N bonds crack at this temperature, leading to the formation of molecular fragments and atomic species.

The investigation of the early stages preceding the formation of the BN network allowed to shed light on the growth process, thus representing the starting point for the development of a CVD strategy alternative to the standard high temperature deposition. The XPD data presented in the last section prove that an extended h-BN layer with single orientation can be grown on the Ir(111) substrate by a proper control of the temperature in the first stages of the growth. Indeed, we have demonstrated that, while borazine deposition at 1070 K always lead to the formation of fcc and hcp 180° misoriented domains, cyclic borazine exposures at room temperature followed by annealing at 1270 K give rise only to the fcc phase. Therefore, this approach could be further exploited on other transition metal surfaces in order to improve the quality of the resulting h-BN films.
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Chapter 4

Oxygen Intercalation Under Epitaxial Graphene on Transition Metal Surfaces

4.1 Introduction

In the last years, epitaxial growth of graphene on metallic surfaces has been actively pursued as an efficient way to synthesize graphene single-crystals with excellent quality [1, 2]. As outlined in the introduction, epitaxial graphene offers certain advantages over exfoliated graphene, especially when it comes to device fabrication, such as high-frequency and logic transistors [3], where the large area is a key requirement. Moreover, graphene single layers on metal substrates are relatively easy to prepare compared to SiC-grown monolayers which are accompanied by the growth of additional second and third carbon layers at the step edges [4]. The CVD growth of graphene has been extensively studied on a variety of metals and there are several reviews on this topic [5–7].

The interaction with the substrate is, however, a critical aspect for GR-metal interfaces. When the coupling is strong, a pronounced modification of the π-band electronic structure of graphene is observed which usually leads to a n-doped graphene and opening of a band gap. This is certainly the case for graphene on Ni(111), where the hybridization between the π-band of graphene and the d-band of the metal leads to the suppression of the Dirac cone [8, 9]. Remarkably, for GR on Cu(111), which is also a lattice-matched interface, the situation is just the opposite. Indeed, graphene-Cu(111) is a typical example of weakly interacting system [10, 11]. The different bonding of GR with Cu and Ni can be related to the filling of the corresponding d shells, resulting in a decrease of the energetic and spatial overlap (hybridization) between the metal 3d and graphene π states.
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Figure 4.1: Illustration of the high-symmetry stacking configurations of the moiré unit cell formed by the superposition between the graphene lattice (yellow balls) and a fcc(111) surface. This particular example refers to the GR/Ir(111) interface, which shows a $10 \times 10/9 \times 9$ periodicity. Second and third Ir layers are represented by darker shades of grey. In the atop regions, indicated by the arcs in the corners of the cell, the graphene honeycomb is centered on an Ir atom of the topmost layer and the carbon atoms cover the threefold coordinated hollow sites. Dashed and dotted circles identify threefold coordinated hollow sites centered under the carbon ring: either an fcc or an hcp site, respectively. Every second carbon atom is located at the other hollow site and every second above an Ir surface atom. Adapted from Ref. [12].

The situation is slightly more complex for lattice-mismatched interfaces, where the carbon atoms are forced to occupy different adsorption sites within the moiré unit cell, and a corrugation of the graphene layer is usually observed. Indeed, the superposition between graphene and metal lattices, which usually show the same $C_{3v}$ symmetry of the $sp^2$ honeycomb carbon lattice, results in the formation of either commensurate structures or incommensurate structures with large unit cells. The latter give rise to periodic repetitions of certain adsorption structures which are reminiscent of a moiré texture, and for this reason are also known as moiré structures. A typical example of incommensurate lattice, namely, GR on Ir(111), is depicted in fig. 4.1. Different high-symmetry GR-metal stacking positions can be identified. In particular, the atop region, that is, the region where
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Figure 4.2: C 1s core level spectra of graphene on different metal surfaces measured at 400 eV photon energy. For GR/Ru(0001) the contribution of the spin-orbit split Ru 3d_{3/2} component is subtracted. The reference XPS spectrum for highly oriented pyrolytic graphite (HOPG) is also shown for comparison. Adapted from Ref. [16].

A graphene honeycomb ring is centered on a surface metal atom, shows the weakest interaction for all GR-TM interfaces. This configuration corresponds also to the largest GR-TM separation, ranging from 3.6 to 3.8 Å for Re [13], Ru [14] and Rh [15].

The different stacking geometry of the regions depicted in fig. 4.1 influences the bonding between carbon and metal atoms, giving rise to variations in the electronic structure and, therefore, to chemical shifts in the C 1s peak. This is the situation for graphene grown on Ru(0001) and Rh(111), where different components appear in the XPS spectra because of the strongly interacting moiré structure. This is depicted in fig. 4.2, which illustrates the results of an XPS investigation from Preobrajenski et al. [16] showing how the GR-TM coupling changes from weak to strong bonding in the series Pt-Ir-Rh-Ru. The increasing GR-TM interaction is reflected by a shift of the C 1s peak towards high binding energy and, eventually, by the development of two components [16]. A similar double-peak line shape has been observed also for the graphene/Re(0001) interface [13].
On the other hand, for weakly interacting GR-metal interfaces, graphene electronic properties are measured, with almost linearly dispersing $\pi$-band and low $p$- or $n$-doping of the graphene layer. However, for certain substrates, like Pt(111) [17], Pd(111) [18] or even Cu(111) [10], the coupling with epitaxial graphene is so weak that leads to the formation of graphene domains with different orientations and domain boundaries. It thus appears difficult to achieve a weak interaction with high structural quality at the same time.

A possible solution to this issue is the epitaxial growth of graphene on a metal substrate with a sufficiently strong interaction with graphene and the subsequent decoupling by the intercalation of metals [8, 9, 19] or silicon [20]. In this regard, the Ir(111) surface is of particular interest because it is a weakly interacting substrate – although the coupling is still sufficient to give rise to replica bands and minigaps near the Fermi level – on which high-quality graphene layers can be grown [21].

In the last years, the intercalation of atomic or molecular species through graphene has become a hot topic. This process, indeed, offers the unique opportunity to tailor the graphene-metal coupling. For graphene grown on SiC, it has been demonstrated that also atoms such as fluorine [22] or hydrogen [23] efficiently intercalate through the graphene layer. In this way, the linear $\pi$-band dispersion can be restored, at least partly, and new phenomena could be observed because of the quasi-free standing electronic structure achieved by the decoupling with hydrogen [24]. Molecular oxygen intercalation promises to play a similar role for graphene on transition metal surfaces, but so far it has been shown only for incomplete monolayers or islands [25–27].

In this Chapter we demonstrate that oxygen intercalation is possible also for a complete graphene layer, leading to an intact but quasi-free standing layer. This mechanism has been proved for epitaxial graphene grown both on a weakly, Ir(111), and a strongly, Ru(0001), interacting substrate. Moreover, we have shown that it is possible to reversibly deintercalate the oxygen. This process restores the original electronic properties of graphene on Ir(111), but it is accompanied by a moderate etching of the graphene lattice, making further intercalation processes possible at lower temperature and pressure.

### 4.2 Experimental Details

The Ir(111) and Ru(0001) substrates were cleaned by repeated cycles of Ar$^+$ sputtering and annealings in O$_2$ atmosphere between 600 and 1000 K. The residual oxygen was removed by hydrogen exposure at 800 K on Ir, and by a flash final annealing up to 1500 K on Ru.
The graphene monolayer was grown on Ir(111) by doing more than 10 cycles of temperature-programmed growth, consisting in dosing ethylene at 520 K then annealing to 1470 K, followed by a prolonged annealing at high temperature with a base ethylene pressure of $1 \times 10^{-7}$ mbar. This procedure ensures the growth of a complete layer of graphene that does not leave bare Ir regions [28, 29]. The completeness of the graphene layer was proved by the ratio between the intensities of the C 1\text{s} and Ir 4\text{f}$_{7/2}$ spectra taken at normal emission at a photon energy of 400 eV, which reached saturation and did not change by prolonging the growth time. This method detects variations of the C coverage as low as 1-2%.

On the Ru(0001) surface, a graphene single layer was grown by thermal decomposition of ethylene at 1100 K. The precursor pressure was initially set at $5 \times 10^{-9}$ mbar and successively increased in steps up to $5 \times 10^{-8}$ mbar to ensure surface saturation. The resulting graphene layer showed the typical LEED pattern with sharp moiré spots [30].

Oxygen intercalation was achieved by placing the sample in front of a custom-made O$_2$ doser and maintaining the background pressure at $5 \times 10^{-4}$ mbar. The doser is a molybdenum tube of 6 mm diameter, placed at less than half millimeter from the sample surface. With this setup we estimate that the pressure at the sample surface is enhanced by about one order of magnitude compared to the background pressure. The high-energy resolution XPS spectra of Ir 4\text{f}$_{7/2}$, Ru 3\text{d} and C 1\text{s}, and O 1\text{s} core levels were measured using photon energy of 130, 400, and 650 eV, respectively, with an overall energy resolution ranging from 40 to 100 meV. As described in Section 2.3.2, the core level spectra were best fitted with Doniach-Šunjić functions [31] convoluted with a Gaussian distribution, and a linear background. A Shirley background [32] was subtracted from the Ru spectra before fitting. The ARPES experiments were performed at the SGM-3 beamline of the synchrotron radiation source ASTRID (Aarhus, Denmark) with the sample temperature kept at 70 K. The photon energy was 47 eV, with a total energy and $k$ resolution of 18 meV and 0.01 Å$^{-1}$, respectively. The Dirac point was linearly extrapolated from the peak positions of Momentum Distribution Curves (MDCs) corresponding to the left and right branches of the $\pi$-band in the energy range from 0.3 to 0.6 eV below the Fermi level. This energy range was chosen to improve experimental uncertainties and to avoid fitting errors due to the minigaps and the kinks in the dispersion [33], this latter arising from electron-phonon coupling.

### 4.3 Graphene/Ir(111): Results and Discussion

Fig. 4.3a shows the Ir 4\text{f}$_{7/2}$ spectrum of the graphene/Ir(111) interface, which is very similar to that of the clean Ir surface [34], and the C 1\text{s}
core level spectrum. Besides the bulk and surface components, no other adsorbate-induced features appear in the Ir $4f_{7/2}$ spectrum. This finding is a fingerprint of the weak GR-Ir interaction, since any small modification in the electronic structure (due to charge transfer, hybridization, etc.) is expected to induce a measurable SCLS [35] (see Section 2.3.1). Remarkably, this situation is quite different from the case of $h$-BN growth on Ir(111) illustrated in Chapter 3, where a new spectral component related to regions of the $h$-BN lattice strongly interacting with the Ir substrate is observed (see Section 3.3.3 for more details). The C 1$s$ spectrum shows a narrow single component at 284.14 eV. In order to establish the conditions for oxygen intercalation under the graphene layer, the C 1$s$, O 1$s$ and Ir $4f_{7/2}$ core level spectra were measured after exposure to molecular oxygen at different substrate temperatures. Molecular oxygen exposure at room temperature did not lead to measurable changes in the core levels, thus confirming the completeness of the graphene layer.

Oxygen intercalation was achieved only by combining high sample temperature and high local pressure (achieved by using a doser, as explained in the experimental section). After an O$_2$ exposure of $\sim5 \times 10^{-3}$ mbar at 430 K for 10 min, weak and broad features appear between 284.4 and 285.2 eV.
in the C 1s spectrum and between 530.5 and 533.0 eV in the O 1s spectrum (fig. 4.3b). These components are related to the formation of C-O bonds in GR/Ir [36].

The lowest temperature at which some O₂ molecules effectively intercalate below graphene is 470 K (fig. 4.3c), as witnessed by the O 1s peak at 529.9 eV which indicates dissociative chemisorption of molecular oxygen on the Ir(111) surface [34]. The broadening of the C 1s peak due to the inhomogeneous perturbation of the C-Ir interaction induced by the chemisorbed oxygen, correlates with the appearance of the Ir1 component at 60.6 eV, which stems from the Ir surface atoms bound to one oxygen atom [34], and the decrease of the S component.

An efficient intercalation starts for a substrate temperature of 500 K (fig. 4.3d), while the complete decoupling of the graphene layer is achieved only at 520 K (fig. 4.3e). At this point an intense peak is measured in the O 1s core level at 529.8 eV, while the C 1s spectrum shows a narrow component at 283.6 eV, shifted by 0.54 eV with respect to the initial binding energy. The Ir 4f₇/₂ line shape has completely lost the S component and exhibits a new Ir2 feature at 61.08 eV, due to Ir atoms bound to two oxygen atoms [34].

It is noteworthy that molecular oxygen exposure does not lead to a variation of the intensity of the C 1s spectrum, that is, the graphene layer is not etched. Moreover, as illustrated in fig. 4.4a and b, we find a remarkable similarity between the Ir 4f₇/₂ and O 1s spectra measured after intercalation and those acquired on O/Ir(111), that is, in the absence of graphene. This suggests that the oxygen chemisorption occurs in a rather similar way as on the pristine Ir(111) surface, with the O atoms adsorbed predominantly in the 3-fold fcc hollow sites [37].

It is possible to extract quantitative information about the amount of intercalated oxygen by comparing the Ir 4f₇/₂ and O 1s spectra with those measured after the oxygen uptake on the clean Ir(111) surface at room temperature, showing a saturation coverage Θ = 0.38 ML [34]. The calculated oxygen coverage is Θ = 0.6 ML. This estimation is based on the finding that, as already pointed out, also in the presence of graphene the O atoms adsorb predominantly in the fcc sites. The larger coverage might be related to the higher oxygen pressure [37] used in this experiment as compared to 1 × 10⁻⁷ mbar of Ref. [34] or to the presence of graphene locking the O atoms close to the metal surface.

Fig. 4.4c shows the C 1s binding energy shift as a function of the intercalated oxygen coverage. Each experimental point was measured on a newly grown GR/Ir interface exposed to molecular oxygen at a sample temperature in the range 500-520 K for an exposure time ranging from 5 to 10 min. The curve shows that most of the C 1s binding energy shift is induced in the first part of the intercalation: up to Θ ~ 0.4 ML, the C 1s shifts by 0.44 eV towards lower BE, while the subsequent increase to ~0.6 ML deter-
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Figure 4.4: (a) Ir $4f_{7/2}$ and (b) O 1$s$ spectra of the Ir(111) surface saturated with oxygen. The estimated coverage is $\theta = 0.38$ ML. (c) Binding energy shift of the C 1$s$ peak maximum as a function of the oxygen coverage.

mines only an additional shift of 0.1 eV. The C 1$s$ binding energy shift can be ascribed to the charge transfer from graphene to the oxygen-covered Ir surface, leading to $p$-doped graphene layer.

Most probably, the intercalation is possible only through pre-existing defective sites, such as the domain boundaries of the graphene lattice [38]. A similar mechanism has been proposed for the intercalation of Si [39] and ferromagnetic metal atoms [19] below graphene. Interestingly, the intercalation of graphene grown on SiC with Li atoms is found to deteriorate the quality of the carbon network, with the creation of cracks and vacancies [40]. We cannot exclude that also in the present case the oxygen exposure induces the formation of vacancies. This is likely to take place close to defects or wrinkles, which form in graphene/Ir(111) during cooling after the CVD growth. However, the eventual C loss during oxygen intercalation through a complete graphene layer at 520 K is below the XPS detection limit (1-2%).

Oxygen deintercalation is observed after annealing of the GR/O/Ir(111) interface to high temperature. Fig. 4.5 shows the evolution of the C 1$s$ core level upon annealing from 320 to 690 K, with a heating rate of 0.5 K/s, together with the high energy resolution XPS spectra measured before and after the annealing, in the top and bottom part, respectively. The C 1$s$ peak is quite stable up to 570 K and suddenly undergoes a binding energy shift, eventually recovering the binding energy position and line shape characteristic of the pristine graphene/Ir(111) interface. After the annealing, the
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Figure 4.5: Thermal evolution of the O 1s, C 1s and Ir 4f\textsubscript{7/2} spectra measured on graphene/O/Ir(111) while ramping the temperature from 320 to 690 K at a rate of 0.5 K/s. The top and bottom spectra were measured before and after the annealing, respectively, while the central panel represents the C 1s intensity plot during sample heating.

Ir 4f\textsubscript{7/2} spectrum displays the line shape typical of the graphene/Ir(111) interface, while the O 1s peak intensity vanishes. These findings indicate that upon annealing at about 700 K, oxygen desorbs from the Ir substrate, and the GR-Ir interaction is re-established. Oxygen deintercalation, however, leads to a decrease of the C 1s intensity by \(\sim 18\%\), implying that such an amount of carbon is lost during the process.

The binding energy shift of the C 1s peak is shown in fig. 4.6 as a function of the annealing temperature. The upward shift by \(\sim 70\) meV observed up to \(\sim 570\) K, can be related to a decrease of the oxygen coverage from \(\sim 0.6\) ML to \(\sim 0.45\) ML in accordance with the results presented in fig. 4.4c. Then, at around 600 K and within \(\sim 50\) K, the C 1s peak rapidly reaches the BE position typical for graphene/Ir(111), as indicated by the derivative \(d(\text{BE})/dT\), revealing that a sudden oxygen deintercalation has taken place.

It is worth noting that the desorption of oxygen chemisorbed on Ir(111) takes place above 800 K \([41, 42]\). Consequently, the measured oxygen slow-loss below 650 K cannot be due to the recombination of adsorbed oxygen on the metal surface into \(\text{O}_2\). This low-rate loss is possibly due to subsurface diffusion of the chemisorbed oxygen, in accordance with early XPS studies \([43, 44]\). However, the simultaneous decrease of the C 1s intensity by a few percent might also suggest that the first 0.15 ML of oxygen is partly removed through low-rate etching events. Our interpretation about
the deintercalation mechanism is as follows: when the oxygen coverage reaches \( \sim 0.45 \) ML, it is no longer sufficient to keep the graphene layer detached from the Ir surface, and the interaction between graphene and Ir is locally restored in the presence of chemisorbed oxygen. At \( \sim 600 \) K, this results in the fast etching of the carbon lattice, with the eventual production of CO [27] or CO\(_2\) which, however, are not detected by XPS because of their short lifetime on Ir(111) at 600 K [45, 46]. In the case of CO formation, the residual O amount of 0.45 ML would consume only \( \sim 18\% \) of the initial C amount of \( \sim 2.5 \) ML. Moreover, the parallel production of CO\(_2\) would further reduce the amount of carbon lost. However, the good agreement with the 18% decrease in the C 1s photoemission intensity upon O deintercalation, as shown by the green curve in fig. 4.6, points towards the predominant formation of CO.

The abrupt deintercalation suggests that the adsorbed oxygen undergoes a fast reaction from the whole surface, since the oxidation of graphene edges would proceed at a much slower rate [27, 47]. Similar fast etching processes have been observed for incomplete monolayer graphene on Ru(0001) [26, 27]. Finally, we highlight that O\(_2\) desorption from GR/O/Ru(0001) has been reported for temperatures at which the O atoms remain bound on the pristine Ru substrate. This has been rationalized in terms of a weaker O-metal coupling induced by the presence of graphene [26]. Although the correspondence between the amount of intercalated O and C loss suggests that the oxygen consumption through formation of CO is the most likely process, the possibility that O\(_2\) desorption is
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Figure 4.7: ARPES intensity maps for pristine, lifted and landed graphene on Ir(111). The spectra were acquired along a line orthogonal to the ΓK direction ((a–c) top panels) and along the ΓK direction ((a–c) bottom panels) in the Brillouin zone (see inset in (b)). The wavevector components $k = (k_x, k_y)$ are measured relative to the $K$-point. (a) Dispersion of as-grown graphene/Ir(111), (b) lifted graphene due to O-intercalation and (c) landed graphene following O-deintercalation. (d) Constant binding energy cuts at -0.64 eV from the Dirac point for pristine, lifted, and landed graphene.

also taking place, due to the modified chemistry under the graphene cover, could be definitely ruled out only by performing thermal desorption experiments.

Angle resolved photoemission (ARPES) measurements were performed close to the $K$ point of the graphene Brillouin zone, along a line perpendicular to the ΓK direction and along the ΓK direction (see fig. 4.7). The band structure of the pristine graphene/Ir(111) shows the narrow linearly dispersing $\pi$-band, forming the Dirac cone (fig. 4.7a). Despite the weak GR-Ir interaction, the band structure is characterized by Dirac cone replicas and minigaps resulting from the periodicity of the moiré. The typical MDC linewidth determined 0.38 eV below the Fermi level is 0.026 Å$^{-1}$. The Dirac
point \((E_D)\), \textit{i.e.}, the crossing point between the \(\pi\)-band branches measured orthogonal to the \(\Gamma K\) direction, is calculated to be 0.067 eV above the Fermi energy. This means that the graphene on Ir(111) is only slightly \(p\)-doped. All these findings are consistent with previous investigations of the same system [28, 29].

A huge change of the band structure is observed directly after oxygen intercalation, fig. 4.7b. The cone replicas and the minigaps are no longer present in the \(\pi\)-band structure [48], which now resembles that of the hydrogen-intercalated quasi-free standing graphene on SiC [23, 49]. Moreover, oxygen intercalation results in a shift of the Dirac point to about 0.64 eV above the Fermi level, corresponding to a shift of 0.57 eV to lower binding energies compared to \(E_D\) of the as-grown graphene. This shift is interpreted as a doping effect caused by an electron transfer to the oxygen-covered Ir surface, and its magnitude is almost equal to the observed shift in the C 1\(s\) spectrum upon oxygen intercalation (see fig. 4.4c).

The ARPES intensity maps (fig. 4.7b) as well as the Fermi surface of the lifted graphene (fig. 4.7d central panel) show a single Dirac cone without the replica bands observed on the pristine GR/Ir(111) (fig. 4.7a and fig. 4.7d top panel). The asymmetry of the constant energy surfaces is regarded as the effect of a two-source interference phenomenon between the two graphene sublattices [50].

It can be observed that the MDC linewidth of the Dirac cone for lifted graphene measured orthogonal to the \(\Gamma K\) direction (0.045 Å\(^{-1}\)) is larger than for the pristine graphene/Ir (0.026 Å\(^{-1}\)) and for the hydrogen-intercalated graphene on SiC (≈ 0.02 Å\(^{-1}\)) [49] within a similar range of binding energies.

These differences can be partly ascribed to the shift towards lower binding energy of the \(\pi\)-band dispersion caused by the large \(p\)-doping, so that the analysis is carried out on a deeper part of the cone where the phase space for scattering is larger. Also, the structural quality of the graphene layer on Ir(111) could be poor if compared to that of graphene on SiC, thus giving rise to a shorter photohole lifetime. However, the width difference between the O-lifted GR/Ir and the H-intercalated interface on SiC could also be related to the different role of imperfectly doped areas in the two cases: on SiC, areas without H-intercalation would show the electronic structure of just the interface graphene layer on SiC. Since this interface layer does not show a Dirac cone, [51] these areas would not contribute to the observed \(\pi\)-band or its linewidth.

On the other hand, for the O-intercalated graphene on Ir(111), the non-uniform doped regions would still give rise to Dirac cones, but at slightly different binding energies, thus leading to an inhomogeneous broadening of its linewidth. In this picture, the different linewidth between GR/O/Ir(111) and H-intercalated GR on SiC would be related to the different role of the local doping variations and not to structural imperfections.
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Figure 4.8: (a) C 1s binding energy measured during oxygen exposure at $7 \times 10^{-7}$ mbar and different sample temperatures on the as-grown graphene/Ir(111) (I lifting) and for the graphene layer defected through previous intercalation/deintercalation cycles (II, III, and IV lifting); (b) C 1s intensity plot measured during the III lifting of defective graphene at $T = 470$ K. The inset shows the line shape evolution of the C 1s spectra.

After oxygen deintercalation, as depicted in fig. 4.7c and d (bottom panel), the band structure of the pristine GR/Ir is recovered: the replica cones and the minigaps are re-established, together with the slight $p$-doping. These findings are in accordance with the XPS results, and indicate that graphene is landed on the Ir substrate following oxygen removal. The only difference between the band structures of pristine and landed graphene is a small increase of the MDC linewidth. The latter reflects the increased number of defects in the carbon network, consistently with the C loss of about 18%, and the consequent reduction of the photohole lifetime.

Fig. 4.8 shows the effects of repeated intercalation/deintercalation cycles. The experimental curves correspond to the binding energy of the C 1s peak measured during the exposure to $O_2$ at a pressure of $7 \times 10^{-7}$ mbar at the indicated sample temperatures. For the as-grown graphene no intercalation takes place, as depicted by the flat curve measured at 520 K. However, after a first intercalation at higher $O_2$ pressure followed by deintercalation, the second lifting performed at 520 K occurs very rapidly owing to the defects induced in the carbon network that facilitate the access of oxygen below graphene. The curve corresponding to the third lifting, performed at 470 K, highlights the effect of the temperature on the intercalation process. Indeed, despite the increased number of defects in the
graphene lattice compared to the second lifting, a lower intercalation rate is observed, which could be attributed to the reduced mobility of the oxygen atoms on Ir(111) at this temperature.

Fig. 4.8b displays the C 1s intensity plot and some selected C 1s spectra acquired during the third lifting. Beside the marked modification of the C 1s line shape, the C 1s intensity is constant throughout the O2 exposure, indicating that the defective carbon network is not etched by oxygen. This behaviour resembles that observed during the lifting at high O2 pressure of the as-grown graphene illustrated in fig. 4.3. The C loss in the first, second, and third landing was estimated to be around 18%, 23%, and 27% of the initial coverage of each cycle, respectively. This means that prior to the fourth lifting the initial C coverage of ~2.5 ML is reduced by more than 50% and that the graphene lattice is strongly defective. Accordingly, this lifting can be performed even at room temperature, as shown by the red curve in fig. 4.8a. It is noteworthy that while the first lifting of fig. 4.3 shows a C 1s shift of -0.54 eV, the binding energy shift for the curves in fig. 4.8a is lower, ranging from -0.44 to -0.47 eV. This result is in agreement with the lower O coverage on the Ir(111) surface reached by dosing oxygen at a pressure in the 10^-7 mbar range.

Our studies show that repeated lifting and landing of the graphene by additional O intercalation/deintercalation cycles severely damage the lattice, as the C vacancies formed after each deintercalation expose more defect sites readily available and highly reactive for further etching. Moreover, the C loss of about 18% in the first intercalation/deintercalation cycle is compatible with the presence of bare Ir regions, where O2 molecules can dissociatively chemisorb and diffuse below graphene through edges and cracked defect lines, similarly to the mechanism proposed in Refs. [25] and [26] for incomplete graphene.

4.4 Graphene/Ru(0001): Results and Discussion

4.4.1 Graphene Growth

The XPS spectrum of the clean surface in the Ru 3d core level region is shown in fig. 4.9 (bottom). The Ru 3d spectrum shows the two spin-orbit split 3d5/2 and 3d3/2 components. As already explained in Section 2.3.1, three main contributions can be clearly distinguished in the Ru 3d5/2 spectrum, namely, RuB, RuS1 and RuS2, which belong to the bulk, first layer and second layer atoms, respectively. These contributions are present also in the higher binding energy Ru 3d3/2 peak, but they are rather broad due to a substantially shorter core-hole lifetime compared to that of the 3d5/2 components [52]. Also, the C 1s spectrum overlaps with that of the Ru 3d3/2 core level. For these reasons, a careful data analysis procedure was
Figure 4.9: Selection of fast-XPS C 1s and Ru 3d spectra measured during graphene growth at 1100 K. Bottom and top spectra were acquired at room temperature on the clean and graphene-covered Ru surface, respectively. For these spectra the deconvolution of the spectral components obtained from the fitting procedure is also shown (see text for details).
adopted in order to fit the Ru $3d_{3/2}$ core level during graphene growth. The Ru $3d_{5/2}$ peak was first fitted with the above described spectral contributions RuS1, RuS2 and RuB, plus the additional component RuSc stemming from the Ru surface atoms interacting with graphene, as it will be discussed in the following. The intensities of the Ru $3d_{3/2}$ components were then calculated by applying the expected branching ratio of 1.5 between the areas of the spin-orbit splitted core levels Ru $3d_{5/2}/3d_{3/2}$ (see Section 2.2).

Fig. 4.9 (central spectra) displays the evolution of the C 1$s$ state and the Ru $3d$ core levels during ethylene exposure at 1100 K. Initially the pressure has been kept in the $10^{-9}$ mbar range [53], then it has been increased in order to achieve a complete graphene layer. The high-energy resolution spectra measured at room temperature before and after graphene growth are shown in the bottom and top part of fig. 4.9, respectively.

Two components appear in the C 1$s$ spectrum, C1 and C2 at 284.48 and 285.11 eV, respectively. This double-peak structure is associated to a significant corrugation of graphene [16], in accordance with previous investigations [14, 54]. The C1 spectral component is related to the high regions (H) of the moiré nanomesh [16]. Indeed, its binding energy is close the value measured for the C 1$s$ peak of the weakly interacting interfaces GR/Ir(111) (284.1 eV) and GR/Pt(111) (283.9 eV), and in graphite (284.4 eV), thus suggesting a rather weak coupling with the Ru substrate. On the other hand, the high binding energy C2 peak stems from the strongly bonded parts of the GR nanomesh, which are closer to the substrate (L region) [16]. It is important to note that the outlined picture is, however, only an approximate description of graphene chemisorption. This has been recently pointed out by Alfé and co-workers, who have shown that the peculiar shape of the C 1$s$ spectrum arises from a continuous distribution of non-equivalent C atomic configurations [55], leading to a broad distribution of binding energies within the moiré unit cell, rather than from two discrete regions of the graphene layer. Similar results, achieved with the same combination of XPS characterization and DFT calculations, were found for the graphene/Re(0001) interface [13].

The evolution of the photoemission intensities of C1 and C2 as a function of the ethylene exposure is illustrated in fig. 4.10a. The two components grow together with a constant ratio of $3.5 \pm 0.1$ throughout the whole process. This finding is in agreement with the already proposed carpet-like growth, according to which the graphene islands are expected to grow in the down-direction of the staircase of the Ru substrate steps [30, 56]. Interestingly, more recent STM measurements on graphene growth at low ethylene pressure, or high substrate temperature, highlighted a qualitatively different mechanism in which the graphene layer grows together with the underlying Ru terrace, in such a way that the graphene does not traverse the atomic step and keeps growing on the same Ru atomic plane [53]. This mechanism, which implies the transport of ruthenium to increase the ter-
race size in the downhill direction, was observed also in the uphill direction, where it consists in the etching of the step [53].

A detailed information on the interaction between the graphene layer and the substrate can be inferred from the changes observed in Ru 3d\textsubscript{5/2} spectral components. As the ethylene exposure increases, the intensity of RuS1 is strongly reduced, whereas a new component, RuSc, grows with a CLS of -200 meV; it is straightforward to assign this spectral feature to Ru surface atoms interacting with the graphene layer. In parallel, the RuS2 component shifts by \sim 70 meV towards higher binding energy.

Remarkably, the intensity of RuS1, even though decreased, does not vanish, as illustrated in fig. 4.10b. Because RuS1 is related to the clean Ru surface, this behaviour would indicate that, although saturation is reached, the graphene layer is not complete.\textsuperscript{1} However, this interpretation could be ruled out. Indeed, if there was bare Ru substrate, upon oxygen exposure at room temperature the uncovered areas would be immediately passivated by chemisorbed oxygen, leading to a measurable O 1s signal. Actually, this is not the case since no oxygen-related spectral features are detected even after O exposure up to \sim 10^5 L at room temperature, which definitely excludes the presence of uncovered Ru(0001) regions.

Most likely, the residual intensity of the RuS1 component corresponds to the surface atoms which are found below the elevated parts of the nanomesh, where the GR-Ru interaction is weak. Therefore, these surface regions give rise to a core level shifted component very close to that of the clean surface, similarly to what has been previously shown for the GR/Ir(111) interface (see Section 4.3). For the latter case, however, there are no H and L regions, but the whole graphene layer is weakly interacting with the substrate. According to this interpretation, we developed the following picture: the H moirè regions present a C 1s component at low binding energy and the corresponding Ru 3d peak is quite unaffected by the overlying graphene layer; in the L regions, however, the GR-Ru distance is smaller, the interaction is stronger and the C 1s and Ru 3d surface components are shifted towards higher binding energy.

Starting from this model, we tried to correlate the intensity of the surface Ru 3d with the C 1s signals during the ethylene exposure. According to the above assumption, the fraction of unperturbed Ru surface atoms consists of the sum of graphene-free areas and H regions, the L regions being the only portions of the substrate interacting with graphene. The evolution of the ratio between interacting and non-interacting regions can be expressed using the intensity of either the C 1s or Ru 3d\textsubscript{5/2} surface features which, in principle, should present the same behaviour. The curves calculated following the above considerations are depicted in fig. 4.10c. More

\textsuperscript{1}Surface saturation is verified by monitoring the C 1s intensity in real time during C\textsubscript{2}H\textsubscript{4} exposure.
Figure 4.10: Evolution of (a) C 1s, (b) Ru 3d_{5/2} and (c) ratio between interacting and non-interacting Ru surface atoms as a function of ethylene exposure during graphene growth at 1100 K. (c) Data represented with light blue open circles were obtained as the ratio between RuSc and RuS1 spectral components of the Ru 3d_{5/2} core level, while dark-grey filled circles have been calculated from C 1s spectra as C2/(1-C2).
specifically, the blue open circles represent the RuSc/RuS1 ratio during ethylene exposure; the grey filled circles, on the other hand, were calculated from the carbon peaks intensities: the fraction of interacting substrate is given by the C2 intensity (normalized to the intensity of a complete graphene single layer), while the non-interacting fraction can be expressed as 1-C2, corresponding to the Ru surface atoms below graphene H regions and those still clean. The good agreement between the ratios calculated from different and independent data supports our interpretation, as can be appreciated in fig. 4.9c.

4.4.2 Oxygen Intercalation

In order to establish the intercalation conditions, the C 1s, Ru 3d and O 1s core level spectra were measured for graphene exposed to molecular oxygen at different substrate temperatures. Upon O2 exposure at room temperature no O 1s signal was detected; only the combination of high temperature and high local pressure allowed oxygen intercalation. The same behaviour has been observed in the case of graphene/Ir(111) interface reported in Section 4.3, thus confirming the completeness of the graphene layer also for GR/Ru(0001).

At 420 K oxygen intercalates below graphene, but a full intercalation and the consequent complete decoupling is achieved at 450 K. The XPS spectra measured during a stepwise O2 exposure of graphene at 450 K are shown in fig. 4.11, while fig. 4.12 shows the results of their analysis. After an exposure of \( \sim 10^6 \) L, an intense O 1s peak at 529.90 eV indicates the presence of oxygen on the sample. This is paralleled by strong modifications in the C 1s spectrum: the C1 and C2 components lose intensity, while a new feature (Clift) grows shifted by \( \sim 750 \) meV towards lower binding energy with respect to C1. As the oxygen coverage further increases, a depletion of C1 and C2 is observed, paralleled by the intensity increase of the Clift component (fig. 4.12a), which undergoes a further 100 meV shift reaching the final binding energy of 283.6 eV and a line shape narrowing (from 200 meV to \( \sim 100 \) meV), suggesting a final ‘ordering’ of the oxygen-lifted graphene layer (fig. 4.12b).

Effects of the oxygen exposure at 450 K can be observed also in the line shape of the Ru 3d_{5/2} core level. The RuSc component progressively disappears, indicating a gradual reduction of the Ru surface areas interacting with graphene (fig. 4.12d). In addition, two new spectral features appear at high binding energy, namely, Ru2O and Ru3O with a CLS of \( \sim 440 \) and \( \sim 880 \) meV, respectively. These components were already measured in previous investigations of the O/Ru(0001) interface, and were assigned to Ru surface atoms bound to 2 and 3 oxygen atoms, respectively [52]. The appearance of O-induced components in the Ru 3d spectrum, together with the constant C 1s intensity (see fig. 4.12a), suggests that an oxygen adlayer
Figure 4.11: Evolution of C 1s, Ru 3d$_{5/2}$ (left panel) and O 1s (right panel) spectral components as a function of the amount of intercalated oxygen. The O coverage of the Ru substrate was calculated from the intensity of the O 1s core level, assuming a final coverage of about 0.9 ML, estimated comparing the Ru2O and Ru3O intensities with those reported in Ref. [52].
is forming underneath graphene, as already observed for graphene patches grown on Ru(0001) [25–27].

The strong hybridization between the Ru 4d and the graphene π states leads to the disruption of the graphene π-band [57], the opening of a gap and a pronounced downward shift of about 2 eV [26]. Indeed, as illustrated in fig. 4.13a, the ARPES measurements show no contribution of the graphene π-band close to the K point of the hexagonal Brillouin zone. The hybridization is lifted upon oxygen intercalation: linearly dispersing π-bands appear in the spectrum (fig. 4.13b), crossing at the Dirac point which is found well above the Fermi level, corresponding to a $p$-doped graphene layer, as is the case of the oxygen intercalated GR/Ir(111).

The reported core level evolution depicts a system where the whole carbon network is detached from the substrate because of an oxygen layer intercalated between the graphene layer and the Ru surface, the same situ-
ation described in the Section 4.3 for a complete layer epitaxially grown on Ir(111). It is worth noting that the binding energy of the C 1s component associated with the completely lifted graphene is the same (283.6 eV) on Ir and Ru. However, there is a major difference in the behaviour of the C 1s core level during oxygen intercalation for graphene grown on Ru(0001) and Ir(111). For the Ir(111) substrate a rather continuous shift towards lower binding energy is observed – paralleled by an evident broadening in the intermediate stage – and ascribed to the charge transfer from carbon to the oxygen-covered Ir substrate, leading to a \( p \)-doped graphene. In the case of Ru(0001), on the other hand, a new component is measured immediately after the first \( O_2 \) intercalation steps, but the characteristic peaks of the pristine GR/Ru(0001) interface, although lowered in intensity, are still detected. This finding can be rationalized by considering the different interaction of graphene with the two substrates. Because of the weak GR-Ir interaction, the main effect of the oxygen intercalation is a net charge transfer which affects the layer as a whole. In the Ru case, however, before the charge transfer could take place on the weakly interacting graphene, the strong GR-Ru chemisorption has to be weakened by the intercalated oxygen. The evolution of the C 1s core level line shape suggests that this process proceeds locally, as will be discussed in the following paragraph.

The mechanism driving the intercalation of oxygen below graphene can be identified, as in the case of Ir, in the penetration of \( O_2 \) molecules through pre-existing point defects and domain boundaries in the carbon lattice. Oxygen diffusion on the Ru surface can be reasonably expected to progress just like a water spill: the local O coverage is high close to the defects, so that the corresponding GR regions are detached and hole-doped, while it decreases at larger distance from the defects, until it is even not enough to weaken the strong GR-Ru coupling, thus leaving pristine regions as witnessed by the presence of C1 and C2 components (fig. 4.12a). Indeed, the Ru3O and Ru2O components start to develop already at very low coverages, where they are not present when oxygen is dosed on clean Ru(0001). In the latter case, Ru2O and Ru3O start are present from a coverage higher than 0.25 and 0.5 ML, respectively. Subsequent oxygen exposures result in larger areas of decoupled graphene, paralleled by a more effective hole-doping, as evidenced by the further binding energy shift undergone by the Clift component (fig. 4.12b). The described mechanism can be qualitatively applied also to the oxygen intercalation of the GR/Ir(111) interface. However, in that case, the progressive shift of the GR peak suggests a rather enhanced mobility of the oxygen atoms compared to that on GR/Ru(0001), leading to a more uniform O coverage and, consequently, to a more efficient decoupling of the graphene layer even at a low oxygen concentration. This is consistent with theoretical and experimental findings showing that graphene is more strongly bound to Ru(0001) than to Ir(111), thus making intercalation somewhat easier. In this sense, the L graphene regions on
Figure 4.13: ARPES measurements of the spectral function of pristine and lifted graphene on Ru(0001). The spectra were acquired along a line orthogonal to $\overline{KM}$ direction ((a–b) top panels) and along the $\overline{KM}$ direction ((a–b) bottom panels) in the Brillouin zone (see inset in (b)). The wavevector components $\mathbf{k} = (k_x, k_y)$ are measured relative to the $K$-point. (a) Dispersion of as-grown graphene/Ru(0001) and (b) lifted graphene due to oxygen intercalation. (c) Constant binding energy cuts at the Fermi level for clean and lifted graphene.

Ru would act as ‘physical’ barriers which hinder the migration of oxygen atoms, thus resulting in a lower oxygen mobility. Furthermore, this also correlates with the observed critical amount of oxygen, 0.75 ML as illustrated in fig. 4.12a and b, above which the lifting of GR on Ru is achieved. This value is larger compared to that for GR on Ir(111), that is 0.45 ML oxygen coverage, because a higher critical coverage is probably needed to remove the stronger GR/Ru coupling.
Finally, the poor influence of the GR layer on the line shapes and binding energies of the O 1s and Ru 3d core levels is emphasized by the good agreement of these latter with those measured after oxygen uptake on a clean Ru(0001) surface [52].

In conclusion, the experimental investigation described in this Chapter demonstrates that it is possible to decouple a complete graphene layer from its metal substrate, either Ir(111) or Ru(0001), by oxygen intercalation. The proper tuning of the growth parameters allowed to find the optimum conditions to lift graphene avoiding appreciable etching of the carbon network. The lack of bare metal regions where O2 could dissociate implies that molecular oxygen penetrates through graphene defects and dissociates on the metal surface below graphene. We cannot exclude that some defects in the lattice could be induced by the intercalation process itself. However, if so, the concentration of these defects is below our sensitivity (1%). The intercalation processes on Ru(0001) and Ir(111) show some minor differences, which are likely related to the different interaction of the two substrates with the graphene layer. Nevertheless, in both cases oxygen intercalation results in a p-doped, quasi-free standing graphene with a linear π-band dispersion. Abrupt oxygen deintercalation with a slight carbon etching occurs on Ir at around 600 K, leading to the recovery of the GR-Ir interaction. As a result of the deintercalation process, the damage caused to the carbon network allows for an easier oxygen intercalation. Indeed, repeated intercalation/deintercalation cycles cause further damage of the graphene layer so that it can be lifted even at room temperature and relatively low O2 pressure. At this stage, the thermal stability of the O-intercalated GR/Ru(0001) interface has not yet been explored, but future investigations in this direction have been already planned.
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Chapter 5

Placing Graphene on Insulating Substrates

5.1 Introduction

As already outlined in Chapter 1, graphene is one of the most promising materials for future electronic applications because of its very high carrier mobility, tolerance to high temperature and inertness [1, 2]. However, in order to exploit its electronic properties for technologically relevant applications, graphene has to be interfaced with insulating materials. Therefore, the realization of graphene-based devices requires, besides a well-established large-scale production method, a reliable approach to place graphene onto insulating substrates.

The first issue has been successfully tackled by the recent advances in the CVD growth on metallic substrates, which is, to date, the most promising approach towards a large-scale synthesis of graphene layers with low concentration of defects. Nevertheless, CVD growth on metal supports comes with a series of issues related to the possibility of damaging the carbon network by introducing defects during the transfer procedure from the metal to the oxide substrates. Indeed, the transfer process is usually complicated and includes a polymer cap, etching of the metal substrate and transfer of the polymer/graphene layer onto the insulating support. In order to avoid the transfer and reduce the number of processing steps, thin metal films can be used that are subsequently etched during [3] or after [4] the graphene growth. In addition, graphene can also be exfoliated directly onto a polymer support which is subsequently dissolved leaving the graphene layer on top of the desired substrate. Beside the fact that the latter procedure does not meet the scalability requirements, all the above described methods lead to the formation of defects, thicker layers and contaminants.

In order to overcome these issues, we developed a transfer-free method to electrically decouple CVD-synthesized graphene by growing an insulat-
ing layer directly underneath the carbon network. This process relies on the tendency of almost any adsorbate to intercalate below graphene [5–8], which can be exploited to promote the chemical synthesis of dielectrics underneath graphene. This route combines the advantages of high-quality large area graphene growth with an insulating substrate, opening new perspectives for device fabrication and fundamental studies of transport properties. In the first part of this Chapter, we demonstrate that a stepwise intercalation of Si and O below a graphene layer grown on the Ru(0001) surface results in the synthesis of an insulating SiO$_2$ layer. A similar approach is straightforwardly applied to show that the epitaxial growth of a graphene layer on a bimetallic Ni$_3$Al(111) alloy and its subsequent exposure to molecular oxygen results in the selective oxidation of the Al atoms and in the formation of a thick Al$_2$O$_3$ layer. The novel strategies we have adopted open the doors to the direct synthesis of a wide range of interfaces formed by graphene and high-$k$ dielectrics.

5.2 Experimental Details

The cleaning procedure of the Ru crystal and the graphene growth on this substrate are described in Section 4.2. Silicon was evaporated at a rate of 0.03 ML/min by means of an electron beam evaporator, placed at around 60 mm from the sample surface that was kept at 720 K. During Si dose, fast XPS spectra of the C 1s and Ru 3d$_5$/2 as well as of the Si 2p region, were collected at a photon energy of 400 eV and 150 eV, respectively, with an energy resolution below 50 meV. After the Si dose, the sample was exposed to molecular oxygen at 640 K, through a doser in order to enhance the pressure on the sample (see Section 4.2 for details on the experimental setup). The background pressure was $\sim 4 \times 10^{-4}$ mbar. The overall oxygen dose was $2.1 \times 10^7$ L. At the end of the experiment, reference measurements of all the core levels of interest were collected. The thickness $d$ of the SiO$_2$ layer was estimated by using the relation $I = I_0 \exp(-d/\lambda_{SiO_2})$, where the ratio $I/I_0$ was evaluated from the attenuation of the Ru 3d$_5$/2 core level measured at normal emission on the graphene covered metal and on the same interface with the oxide layer. The photoelectron escape depth in the SiO$_2$ environment ($\lambda_{SiO_2}$) at a kinetic energy of 120 eV was taken to be 0.7 nm [9]. The resulting calculated $d$ value is $\sim 1.8$ nm, which approximately corresponds to 7 ML of SiO$_2$ [10], considering that the Si atomic density in SiO$_2$ is $2.3 \times 10^{22}$ atoms/cm$^3$. Therefore, the amount of deposited Si corresponds to $\sim 4$ ML (1 ML = $1.4 \times 10^{15}$ atoms/cm$^2$).

The Ni$_3$Al(111) surface was cleaned by repeated cycles of Ar sputtering and annealing to 1170 K. The Al 2p and Ni 2p$_{3/2}$ spectra were acquired with a photon energy of 230 and 950 eV, respectively. The ARPES measurements were performed at the SGM3 beamline at the ASTRID storage ring in
Aarhus (Denmark), at a photon energy of 50 eV, with an energy and k resolutions of 18 meV and 0.01 Å⁻¹, respectively. The DFT calculations were performed with the Vienna Ab initio Simulation Package (VASP) code using the projector augmented wave potential and the local density approximation (LDA) exchange-correlation potential, plus a correction term to take into account van der Waals interactions. A 2 × 2 slab of Ni₃Al(111) containing 18 Ni and 6 Al atoms was employed to simulate the surface (for a total of 6 layers), with a vacuum region above the slab of approximately 16.5 Å. Relaxation was allowed only for the three top layers. Once the slab geometry was optimized, a graphene layer consisting of 8 atoms was placed on top of it, in various configurations (as discussed in Section 5.4) and the resulting structures were allowed to relax one more time. The same procedure was used to simulate the electronic structure of graphene on the α-Al₂O₃(001), but in this case the slab was formed by 12 Al and 18 O atoms. The core electron binding energies were calculated in the final state approximation. First, a standard calculation was performed on the fully relaxed system. An electron from the selected core level (surface and bulk electrons) was excited into the lowest conduction state, and the electronic structure was then re-calculated at fixed atomic positions. The difference between these two energies provides an estimate of the initial core level binding energy. The thickness \( d \) of the Al₂O₃ layer was estimated as in the case of SiO₂, taking into account the inelastic mean free path of the photoelectrons in alumina.

### 5.3 Graphene/SiO₂: Results and Discussion

The procedure used to insulate epitaxial graphene on Ru(0001) is shown in the right panel of fig. 5.1. Graphene is grown on Ru(0001) by CVD of ethylene. The GR/Ru(0001) interface is then exposed to silicon, that intercalates below the carbon network and forms a silicide with the metal substrate. Upon molecular oxygen exposure, the metal silicide is oxidized by the intercalated oxygen, resulting in an insulating SiO₂ layer that separates the metal from graphene. The thickness of the final SiO₂ layer can be adjusted by varying the amount of intercalated Si.

Fig. 5.1 shows the evolution of the C 1s, Ru 3d and Si 2p core level spectra during the SiO₂ synthesis. The Ru 3d spectrum of the clean surface consists of the spin-orbit splitted components already described in detail in Section 2.3.1. The shifted component RuS1, on the low binding energy side of the bulk component RuB, is caused by the atoms in the first layer of the crystal. A component RuS2 due to Ru atoms in the second layer can also be distinguished.

The graphene layer was first grown on Ru(0001) by the standard CVD approach of hydrocarbon molecules dissociation on the hot metal
Figure 5.1: Following the synthesis of SiO$_2$ under epitaxial graphene on Ru(0001) through XPS of the C 1s, Ru 3d and Si 2p core levels. Each process step is schematically illustrated on the right side. 

(a) C$_2$H$_4$ is adsorbed on a Ru single crystal surface, showing the bulk component RuB (280.01 eV) and the components due to Ru atoms in the first (RuS1, 279.63 eV) and second (RuS2, 280.12 eV) layers, and decomposed at high temperature, leading to (b) the formation of epitaxial graphene. One layer of graphene on Ru(0001) shows two C 1s peaks for carbon strongly (C$_2$, 285.11 eV) and weakly (C$_1$, 284.48 eV) interacting with the Ru surface. The Ru 3d$_{5/2}$ shows the additional RuSc component (279.81 eV) from Ru atoms strongly interacting with graphene. 

(c) The sample surface is exposed to Si that intercalates below the graphene and forms a Ru silicide with the metal substrate. This process gives rise to two Ru 3d$_{5/2}$ peaks (Ru1, 279.72 eV; Ru2, 279.41 eV), a single C 1s peak C1, and two Si 2p doublets with the 3/2 peaks at 99.40 and 99.71 eV. (d) The metal silicide is oxidized to form an insulating SiO$_2$ layer that separates the metal from graphene. The oxidation leads to a single C 1s component (C3, 284.04 eV) shifted in binding energy from C1, a Ru 3d$_{5/2}$ spectrum characteristic for the oxygen-covered surface, and a broad Si 2p peak characteristic for SiO$_2$. The metal surface is terminated with chemisorbed oxygen.
substrate [11, 12]. As already explained in Section 4.4, the C 1s and Ru 3d$_{3/2}$ core level fall within the same binding energetic region in the XPS spectrum, but, upon a proper deconvolution of the different contributions, a detailed information on the corrugation of the graphene layer can be inferred [13]. The C 1s spectrum shows the C1 and C2 components, stemming from regions of the graphene layer weakly and strongly interacting with the Ru atoms (see fig. 5.1). The corrugation of the graphene layer is reflected also in the appearance of an additional surface component in the Ru 3d spectrum (RuSc), due to the Ru atoms strongly interacting with graphene.

In a second step, silicon was evaporated on the metal substrate kept at 720 K [5]. Fig. 5.2 shows the evolution of the C 1s core level during Si evaporation. The spectral weight is gradually and completely transferred from the strongly interacting C2 component to the weakly interacting, narrow C1 component. As illustrated in the right panel in fig. 5.2 the total C 1s intensity remains constant during the process, indicating that all Si atoms are intercalated below graphene and do not form clusters on top of it. This is paralleled by the growth of two new features Ru1 and Ru2 in the Ru 3d$_{5/2}$ core level at the expense of the RuS1 and RuS2 components, characteristic of the Ru-graphene interface (see fig. 5.1c). This behaviour clearly indicates the formation of Ru silicide [14, 15]. Moreover, the low intensity of the RuB peak suggests that the silicide formation extends over several layers.

In accordance with these results, the spin-orbit split Si 2p core level measured after Si intercalation exhibits two doublet components, Si1 and Si2, due to the formation of Ru-Si bonds. Fig. 5.3 shows some selected fast XPS spectra of the Si 2p core level collected during Si dose. The deconvolution of the spectral line shape highlights the formation of several phases with increasing Si coverage. The left panel and the right image in fig. 5.3 show the Si photoemission intensity for the different Si phases and the 2D plot of the Si 2p intensity evolution as a function of the Si deposition time, respectively. After the deposition of ~4 ML of Si, only the two silicides phases, Si1 and Si2, are present. By adjusting the Si deposition time, the total quantity of intercalated silicon atoms can be varied.

After the Si dose, the sample surface was exposed to molecular oxygen at a pressure of ~4 × 10$^{-3}$ mbar and a temperature of 640 K (fig. 5.1d). This results in the intercalation of the molecular oxygen below graphene [7, 16], in the same way as it occurs for the graphene intercalation with oxygen on Ir(111) and Ru(0001) illustrated in Chapter 4, and in the progressive oxidation of the silicide.

The gradual oxidation of the ruthenium silicide is illustrated in fig. 5.4. The Si1 and Si2 peaks transform into a broad peak at 103.3 eV, indicating the consumption of the silicide layer and the formation of SiO$_2$. This is paralleled by the appearance of a O 1s peak at 532.4 eV. The evolution of both the Si 2p and the O 1s spectra indicate that no intermediate oxide phases are formed during this process.
Figure 5.2: Following the Si evaporation on the GR/Ru(0001) interface at 720 K through XPS of the C 1s core level. Bottom and top spectra show the C 1s core level measured before and after Si evaporation, respectively. The central inset displays the fast XPS spectra measured during Si evaporation, showing the decay of C2 and the rise of C1 components. The right panel shows the evolution of the C 1s components as well as the sum of their intensity that remains constant in the intercalation process.

It is noteworthy that the SiO2 layer is formed at a constant rate which is higher than that measured for the dry oxidation of the Si(001) surface with comparable temperature and O2 pressure [17]. This rate-enhanced SiO2 growth is an intrinsic advantage offered by the oxidation of the intermediate Ru silicide formed during the Si intercalation. In the Ru 3d5/2 spectrum the silicide components Ru1 and Ru2 decrease and the bulk component B recovers intensity (fig. 5.4). Moreover, in the C 1s spectrum, the C1 component transforms into the new C3 spectral feature, attributed to graphene lying on SiO2. Neither the Ru 3d5/2 nor the C 1s spectra show any sign
Figure 5.3: Following the Si evaporation of the GR/Ru(0001) interface at 720 K through XPS of the Si 2p core level. The central panel shows the evolution of the Si 2p line shape during the evaporation: several phases appear in the spectra with increasing Si coverage. After the intercalation of 4 ML of Si, only two silicides phases Si1 and Si2 are left. The left panel illustrates the time evolution of the intensity of the different Si phases, while the right image displays the 2D intensity plot of the fast XPS spectra measured during Si evaporation.
Figure 5.4: Oxidation of the Si intercalated GR/Ru(0001) interface. O 1s, C 1s, Ru 3d_{5/2} and Si 2p XPS spectra measured before and after exposing the sample to consecutive doses of $7 \times 10^6$ L of molecular oxygen at 640 K. Before oxidation the bottom Si 2p spectrum shows two doublets Si1 and Si2 due to Ru-Si bonds in the silicide phase. During oxidation the silicide decomposes and oxygen binds exclusively to Si inducing the SiO$_2$ component in the Si 2p and O1 component in O 1s core level spectra. During the last oxidation step, oxygen diffuses to the Ru-SiO$_2$ interface and chemisorbs on the metal forming the (2x2)-3O surface structure indicated by the Ru3 and Ru4 components, as well as by the small O2 component in the O 1s spectra.
of oxidation, demonstrating that the carbon network is not etched by the oxygen during intercalation and that during the Ru silicide decomposition the oxygen binds exclusively to Si [18, 19].

In the final oxidation step (top spectra in fig. 5.4), the Ru silicide is fully transformed into metallic Ru and SiO$_2$, and the C 1$s$ region shows only the C3 component, in accordance with the fact that now all the graphene layer is supported on SiO$_2$. This process is accompanied by the diffusion of oxygen atoms at the Ru-SiO$_2$ interface [20], where they chemisorb forming a (2×2)-3O surface structure, as witnessed by the appearance of the two up-shifted Ru3 (280.35 eV) and Ru4 (280.72 eV) components in the top Ru 3$d_{5/2}$ spectrum [21] and by the small O2 component at 529.8 eV in the O 1$s$ spectrum. The shift towards lower binding energy by about 250 meV of both the SiO$_2$ peaks and the C3 component can be related to a different band alignment at the oxide interfaces with the Ru silicide and with the oxygen-terminated Ru metal [22]. As long as the thickness of the SiO$_2$ layer increases, the Ru 3$d$ intensity progressively diminishes because of the inelastic scattering of the photoelectrons as they pass through the oxide film.

At this point, the graphene is separated from the Ru crystal surface by ∼1.8 nm of SiO$_2$ (this value is calculated according to the procedure described in Section 5.2), which in principle should provide the electrical insolation of the graphene layer. In order to prove this, we performed lateral transport measurements on the surface, using a microscopic, commercial 12 point probe shown in fig. 5.5 (top). The expected resistances measured with an equidistant four point probe for a semi-infinite 2D and 3D samples are $R_{2D} = \ln 2 / \pi \sigma_s$ and $R_{3D} = 1 / 2 \pi \sigma_b s$, respectively, where $\sigma_s$ is the surface conductivity, $\sigma_b$ is the bulk conductivity and $s$ is the distance between the contacts. The 2D graphene and the 3D metal can be viewed as parallel resistors, therefore graphene-dominated transport can be achieved only for a sufficiently small value of the contact spacing $s$, allowing $R_{2D} \ll R_{3D}$. However, this is not possible if the graphene layer is placed on a metal surface (unless the mechanical contact is made only to the graphene and not to the metal) since the required contact spacing would be unachievably small, of the order of the atomic spacing [23]. This also explains why the realization of graphene electronics on a metal substrate is not feasible.

Fig. 5.5 shows the measured resistance on the SiO$_2$-intercalated graphene on the Ru surface as a function of the contact spacing. More specifically, the figure shows the corrected resistance $\chi_{2D} R_{comb}$ as a function of the corrected spacing $s_{eff} / \chi_{2D}$. This geometric correction allows to plot the data measured with unequal contact spacings as if they were measured with equidistant contacts, as explained in detail in Ref. [24].

---
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Figure 5.5: Surface resistance measurements of the resulting GR/SiO$_2$/Ru(0001) system using a micro four point probe. Shown is the corrected resistance $\chi_{2D} R_{comb}$ as a function of corrected spacing ($s_{eff}/\chi_{2D}$). This essentially corresponds to the resistance as a function of contact spacing for a conventional four point probe measurement with four equidistant contacts, but the definition of $\chi_{2D} R_{comb}$ and $s_{eff}/\chi_{2D}$ permits measurements with nonequidistant contact spacings to be included in the plot. The blue line is the result that would be expected from a clean Ru surface or for a graphene layer on clean Ru. The top inset shows a simple sketch of the measurement setup as well as a picture of the type of probe used for this experiment.

As can be clearly seen in fig. 5.5, the resistance is almost independent of the distance between the contacts, thus suggesting that the transport is two-dimensional. In this regard, the spread observed in the data points can be attributed to a nonuniformity of the SiO$_2$ layer. The absolute value of the resistance has the same order of magnitude measured for epitaxial graphene on SiC [25] and exfoliated graphene on SiO$_2$ [26, 27]. Moreover, this is about 5 orders of magnitude higher than the value one would expect to measure on the clean Ru(0001) surface in this region of contact spacing, as indicated by the blue line. This definitely proves that the transport takes place on graphene, and is not dominated by the underlying substrate. Indeed, from one side the resistance of the clean surface would be too small to be detected. On the other hand, the clean SiO$_2$ has a resistivity that is 23 orders of magnitude higher than that of a good metal, making a measurable contact impossible in this case as well.
5.4 Graphene/Al$_2$O$_3$: Results and Discussion

Fig. 5.6 depicts a schematic of the procedure used to insulate a epitaxially grown graphene on a Ni$_3$Al(111) surface by selective oxidation of the Al atom, leading to a thick Al$_2$O$_3$ dielectric layer. The first step consists in the graphene growth on the Ni$_3$Al(111) alloy surface using the same approach already employed for the growth on transition metals, that is, via CVD deposition of ethylene at high temperature. In this case, however, particular attention was paid in order to avoid carbon diffusion into the bulk at high temperature, a problem which commonly affects the growth of graphene on Ni surfaces above 970 K [28]. Moreover, if the growth is performed at lower temperature, below 700-720 K, Ni exhibits a carbidic phase [29]. On the other hand, a high temperature is usually required to provide the carbon atoms with sufficiently high mobility to let them rearrange into a highly ordered honeycomb structure. Given this, the sample
temperature during the ethylene uptake was fixed to 950 K, which almost corresponds to the upper limit at which the best graphene quality can be achieved on Ni [28, 30]. In addition, we also used a relatively high C\(_2\)H\(_4\) pressure (2 × 10\(^{-6}\) mbar) to ensure the nucleation of graphene. It was possible to find these optimal conditions for graphene growth thanks to the fast-XPS, which allowed to monitor in real time the variations in the core level spectra of interest induced by modifications of the growth parameters.

As illustrated in fig. 5.7a (bottom), at low C coverage, the C 1s spectrum measured during the ethylene uptake shows a peak centered at 283.5 eV, which is likely due to carbidic carbon. This observation is in good agreement with the findings previously reported by Grüneis et al. [31] for the growth of graphene on Ni(111) performed at 900 K. As the coverage increases, a new broad peak appears at about 284.8 eV which eventually reaches saturation, suggesting that the Ni\(_3\)Al surface is now covered by a complete graphene layer. Interestingly, upon cooling, this spectral feature evolves into two narrow components separated by 410 meV, GR0 and GR1, which can be now clearly distinguished in the high-energy resolution C 1s core level spectrum reported in fig. 5.7a (central). The Al 2p spectrum of the graphene-covered Ni\(_3\)Al(111) shown in fig. 5.7c, besides the spin-orbit splitted doublet characteristic of the clean surface (superimposed in red), shows an additional doublet (green components) induced by the growth of the graphene layer shifted by +160 meV. Taken together, these findings suggest that the double-peak components observed both in the C 1s and Al 2p spectra are related to carbon atoms differently interacting with the underlying substrate.

Besides the (2 × 2) hexagonal periodicity of the clean surface [32], indicated by the green circles in fig. 5.7b, the LEED pattern measured after graphene growth shows graphene-induced diffraction spots that overlap with the first-order substrate spots, indicated by the red circles. Furthermore, these spots are connected by a dashed ring, indicating the presence of azimuthally oriented graphene domains at ±18.5 with respect to the first-order substrate-induced spots.

In order to shed light on its structural and electronic properties, the graphene/Ni\(_3\)Al(111) interface was investigated by means of DFT calculations. In particular, we have performed total energy calculations for selected GR/Ni\(_3\)Al(111) stacking geometries, namely, the top-fcc, top-hcp, fcc-hcp, bridge-top, bridge-fcc and bridge-hcp configurations (see fig. 5.8). These labels indicates the high-symmetry adsorption sites, i.e., top, fcc, hcp and bridge sites, for a C atom above the hexagonal Ni\(_3\)Al(111) lattice. The DFT calculations yield two structures of minimum energy, the top-fcc and the bridge-top, with the latter being slightly more favorable, the energy difference being only ~60 meV. Interestingly, these structures were found to be energetically favorable in previous calculations also for graphene on the Ni(111) surface [33]. The bridge-fcc and the bridge-hcp do not have a local
Figure 5.7: Graphene synthesis on Ni$_3$Al(111). Evolution of the (a) (bottom) C 1s core levels during C$_2$H$_4$ uptake at 950 K and (central) high-energy resolution spectrum measured at room temperature after GR growth; (top) photoemission spectrum calculated (red line) from the spectral distribution obtained by DFT calculations for the optimized top-fcc configuration (see text for details). (b) LEED pattern of GR/Ni$_3$Al(111). (c) (bottom) Al 2p core level spectra acquired at different exposures during C$_2$H$_4$ uptake at 950 K and (top) high-energy resolution spectrum measured at room temperature after GR growth. The fit result (black) is shown superimposed to the experimental data (grey circle) together with the fitting components: bulk 2$p_{3/2}$ (deep grey), bulk 2$p_{1/2}$ (light grey), surface 2$p_{3/2}$ (deep green) and surface 2$p_{1/2}$ (light green). The Al 2p spectrum of the clean surface is also shown superimposed (red).
minima and relax into the top-fcc and top-hcp geometries, respectively. Finally, the top-hcp and the fcc-hcp structures have a significantly higher energy.

The calculation of the C 1s core level binding energies for all non-equivalent carbon atoms within the unit cell has been already shown to be a powerful tool to get insight on the structure of the graphene layer on the Re(0001) [34] and Pt-Ru alloy [35] surfaces. The combination of DFT calculations and XPS measurements proved to be a powerful approach also in the present investigation. In particular, the knowledge of the theoretical core level binding energies for the structures of minimum energy, bridge-top and top-fcc, allowed us to simulate the corresponding photoemission spectra. It turns out that the simulated photoemission spectrum corresponding to the top-fcc configuration shows a better agreement with the experimental one, as reported in the top part of fig. 5.7a.

The ARPES investigation of the electronic structure of GR/Ni$_3$Al(111) has also been performed. This shows, compared to the case of quasi-free standing graphene [36], a downward shift of the $\pi$-band states, with the Dirac point at -2.7 eV, and the opening of a band gap at the $K$-point, as illustrated in fig. 5.9a. These findings indicate a strong interaction between graphene and Ni$_3$Al, and resemble the results previously reported for the case of GR/Ni(111) [36]. On the other hand, the high density of states at the Fermi level observed near the $M$ point is due to the metallic character of the alloy substrate, with the dominant contribution of the Ni $d$-band. Unfortunately, the strong intensity of the Ni states at the Fermi level does not allow to single out the contribution due to the graphene $\pi^*$ states, and therefore to evaluate the width of the band gap. As illustrated in fig. 5.9b, the band

![Figure 5.8: Schematic illustration of the different stacking geometries for graphene on Ni$_3$Al(111).](image-url)
Figure 5.9: (a) Electronic band structure for GR/Ni$_3$Al(111) measured along the $K-M-K'$ direction and (b) DFT calculated GR energy band dispersion along the $M-K$ direction for the top-fcc structure. (c) Constant energy cuts at the Dirac point (left) and at the Fermi level (right). (d) Top and side views for the top-fcc GR/Ni$_3$Al(111) structure.
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Figure 5.10: Following the O$_2$ intercalation of GR/Ni$_3$Al(111) at 520 K through XPS of the (a) Ni 2$p_{3/2}$, (b) C 1$s$ and (c) Al 2$p$ core level spectra measured (bottom) at different oxygen exposures and (top) after the formation of a thick Al$_2$O$_3$ layer below GR.

structure calculated for the top-fcc configuration shows a very good agreement with the experimental data.

The comparison between theoretical calculations and photoemission experiments points towards the predominant formation of the top-fcc phase, which is illustrated in fig. 5.9d. However, the coexistence of other configurations cannot be excluded, especially considering the presence of rotational domains indicated by the ring-shaped features in the LEED pattern.

In the second part of the experiment, the GR/Ni$_3$Al interface was exposed to molecular oxygen at 520 K and at a pressure of $4 \times 10^{-3}$ mbar, resulting in the intercalation of the oxygen underneath the graphene layer and in the selective oxidation of the Al atoms. Fig. 5.10b and c (bottom) shows a set of high-energy resolution XPS spectra acquired after different oxygen exposures for the C 1$s$ and Al 2$p$ core levels, respectively. The oxygen intercalation causes the appearance of a new spectral feature in the C 1$s$ spectra, GR2, at lower binding energy with respect to the as-grown graphene-related components, GR0 and GR1. As the oxygen exposure increases, the intensity of GR2 further increases while GR0 and GR1 disappear, indicating that the graphene layer is progressively decoupled from
the Ni$_3$Al surface through the formation of an Al$_2$O$_3$ layer. After the carbon network has been completely decoupled from the substrate, the C 1$s$ spectrum shows a single, narrow peak centered at 284.2 eV. Interestingly, this value is very similar to that measured on the SiO$_2$-supported graphene layer described in the previous section, but also to the graphene peak characteristic of the weakly interacting GR-metal interfaces, such as GR/Ir(111) (Section 4.3) and GR/Pt(111) [13], and that of the H regions of GR/Ru(0001) (Section 4.4). The coexistence of GR0 and GR1, from one side, and GR2, from the other, at low oxygen exposures indicates that the decoupling proceeds through the progressive oxidation of the Al atoms, resulting in the expansion of the weakly interacting interface at the expense of the strongly-interacting regions. It is important to note that during oxygen intercalation, the total intensity of the C 1$s$ spectrum decreases by less than 5%, meaning that the carbon network is not seriously damaged by this process.

The evolution of the Al 2$p$ core level spectrum during the oxygen intercalation steps shows the appearance of a broad peak centered at 73.8 eV, which is close to the binding energy measured for the peak characteristic of the Al$_2$O$_3$ film [37]. In the latter case, however, the Al 2$p$ region is characterized by a more structured line shape compared to that reported in fig. 5.10c. This behaviour is most probably due to the presence of unresolved spectral contributions related to non-equivalent Al atoms, thus suggesting an amorphous structure of the alumina layer, in agreement with the findings reported for the oxidation of several bimetallic alloys containing Al performed at low temperature [38]. On the other hand, as illustrated in fig. 5.10a, the evolution of the Ni 2$p_{3/2}$ spectra, the Ni atoms are almost unaffected by the oxidation process, which merely causes the appearance of an oxide-related component. This result can be interpreted in terms of a temperature-enhanced segregation of the Al atoms towards the surface, leading to a Ni depletion in the first layers [38]. The estimated thickness of the Al$_2$O$_3$ layer is $1.5 \pm 0.2$ nm (see Section 5.2).

Upon O intercalation, strong modifications can be appreciated in the band structure reported in fig. 5.11a. The $\pi$-band undergoes an upward shift towards the Fermi level by $\sim 2$ eV, similar to that observed for the graphene band structure on Ni(111) upon Au intercalation [36]. Furthermore, the energy dispersion becomes linear close to the $K$-points. The group velocity estimated from the $dE/dk$ gradient is $\sim 8 \times 10^5$ m/s, or $1/370$ of the speed of light in vacuum. The Dirac point is slightly above the Fermi level by about $200 \pm 40$ meV (linearly extrapolated value), thus indicating that the graphene layer is $p$-doped. As a result, the measured band structure is very similar to that of the Au-intercalated quasi-free standing graphene on Ni(111) [36]. The band structure calculated for the GR/$\alpha$-Al$_2$O$_3$(0001) interface well reproduces the ARPES measurements, as illustrated in fig. 5.11b. In particular, the Dirac point is calculated to be 220 meV above the Fermi level, which is quite close to the value extrapolated from the experimen-
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Figure 5.11: (a) Electronic band structure for GR/Al$_2$O$_3$ measured along the $K$-$M$-$K'$ direction and (b) DFT calculated GR energy band dispersion along the $M$-$K$ direction for the GR/$\alpha$-Al$_2$O$_3$ structure. (c) Top and side views of the GR/$\alpha$-Al$_2$O$_3$ structure.

Fig. 5.11c depicts the DFT calculated structure for the GR/Al$_2$O$_3$, which shows that the graphene distance from the Al$_2$O$_3$ substrate is 2.85 Å (the GR-Ni$_3$Al(111) distance is 2.12 Å, see fig. 5.9d).

In order to promote the rearrangement of the amorphous oxide layer into a more ordered structure the sample was annealed to high temperature. Fig. 5.12a and b (bottom) show the C 1$s$ and Al 2$p$ core level spectra measured during the annealing. The C 1$s$ spectrum does not show ap-
Figure 5.12: (a-b) (bottom) Following the evolution of the C 1s and Al 2p core level spectra during annealing of the GR/Al₂O₃ interface to 950 K. (top) High-energy resolution spectra acquired at room temperature after the annealing.

Preciable modifications up to 650 K, when a weak shoulder rises at higher binding energy with respect to GR2. Upon further increasing the temperature, this component grows in intensity at the expense of GR2, and the transition ends at 820 K. The high-energy resolution C 1s spectrum measured at room temperature consists of a single peak, GR3, centered at 284.7 eV, shifted by about 0.5 eV to higher binding energy with respect to the peak measured for the amorphous alumina layer (see the top part of fig. 5.10b). It is noteworthy that the C 1s intensity undergoes a further decrease of $\sim 5\%$, corresponding to an overall intensity reduction of $\sim 8\%$ of the spectrum measured on the as-grown graphene layer.

The evolution of the Al 2p spectrum resembles that of the C 1s core
level, and no modifications are observed up to 650 K. At higher temperature, instead, the broad peak associated with the Al atoms in the oxide layer shifts to higher binding energy and becomes more structured. Two oxide-related components, shifted by about 1.5 eV, can be distinguished in the Al 2p spectrum measured at room temperature, displayed in the top part of fig. 5.12b. The lineshapes and binding energies of the spectral components in the Al 2p core level are similar to those measured for the well-ordered Al₂O₃ ultra-thin film [37], thus suggesting the rearrangement of the amorphous oxide layer. In addition, also the intensity gain of the components stemming from the metallic Al atoms points towards a reduced thickness of the oxide layer upon annealing.

Fig. 5.13b and c display the O 1s and Ni 2p₃/₂ spectra measured after the annealing. In accordance with the decreased thickness of the Al₂O₃ layer, the comparison of these spectra with those measured before the annealing indicates an increase of the Ni 2p₃/₂ photoemission intensity. This intensity corresponds to a calculated thickness of the thin-film Al₂O₃ layer of ~7 Å, that is, a 50% reduction compared to the thickness of the amorphous
layer. The O 1s core level, on the other hand, shows an intensity drop of \( \sim 14\% \), which correlates with the analogous observation made for the C 1s spectrum. Most likely, this is the effect of a partial consumption of the carbon network, that results in the production of CO or CO\(_2\) species.

The ARPES measurements performed on the annealed GR/Al\(_2\)O\(_3\) interface are reported in fig. 5.13a. The graphene \( \pi \)-band undergoes a downward shift, and the opening of band gap is observed at the \( K \)-points. This suggests that the GR-Ni\(_3\)Al(111) interaction is partly re-established. More precisely, the bottom of the \( \pi \)-band at the \( M \)-point is found at 3.3 eV below the Fermi level, corresponding to a shift of 700 meV with respect to the amorphous oxide (see fig. 5.11a).

In summary, in this Chapter it has been shown that intercalation is a viable and relatively simple route towards the synthesis of graphene/oxide interfaces of variable thickness. Such a method could be extended to other dielectrics of interest for graphene-based electronic devices. This proven concept opens many design options and might thus have wide application in graphene research and device fabrication.
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Chapter 6

Synthesis and Characterization of Nitrogen-Doped Graphene on Ir(111)

6.1 Introduction

The combination of many outstanding properties in a single material, makes graphene really attractive for a number of technological applications. In this regard, the use of graphene single layers into high-performance integrated circuits is one of the most intriguing prospects. However, the absence of a gap in its band structure, sets severe limits on the use of graphene in, e.g., transistors because of the low high on-off ratio achievable [1]. This is the reason why the opening and fine tuning of an energy gap in the band structure of graphene has been an issue of fundamental importance since the discovery of this unique material. Different routes have been followed to tailor the electronic properties of graphene. The first to be explored were methods based on the morphology control over the graphene structure. For instance, by making graphene nanoribbons it is possible to laterally confine the charge carriers. In nanoribbons, different types of edges show either metallic (zigzag edge) or semiconducting (armchair edge) character [2]. Furthermore, the possibility of opening a band gap in bilayer graphene by applying a strong electric field [3] or by selectively controlling the carrier density in each layer [4] have also been explored. However, these approaches resulted in a small band gaps or in a strong degradation of the carrier mobility [1].

A promising approach to modify the electronic properties of graphene is chemical doping, which can be achieved by patterning the graphene surface with atoms [5] or molecules [6], or by introducing heteroatoms in the carbon network [7]. In the latter case, in particular, the substitution of carbon with nitrogen or boron atoms is of considerable interest because not
only it shifts the position of the Dirac point leading to $n$- or $p$-doped graphene, but can also modify the characteristic features of the graphene electronic band structure [8]. For carbon $sp^2$ structures, especially, the incorporation of nitrogen in the lattice has been already demonstrated to be a robust and efficient method to tune the electronic properties of graphene with only minor structural perturbations, due to the possibility to form covalent bonds [9, 10].

Several methods have been developed to synthesize N-doped graphene. For instance, direct synthesis of N-doped graphene can be achieved by CVD [11] or arc discharge [12] approaches. On the other hand, post-synthesis methods are also widely used, such as thermal annealing [13] in NH$_3$ atmosphere or plasma treatment [14]. Three different atomic configurations for the nitrogen atoms in the carbon network have been observed in these studies, namely, graphitic (also known as substitutional), pyridinic and pyrrolic nitrogen (see fig. 6.1). Despite several characterization tools have been used to investigate the resulting N-doped graphene layers, including STM [15, 16], TEM [17], XPS [9, 10] and Raman spectroscopy [11, 18], the connection between the nitrogen bonding configuration and the synthesis method is not always straightforward.

Motivated by this lack of information, we exploited the potential offered by the SuperESCA beamline to study the functionalization and to determine the surface structure of a N-doped graphene layer produced with nitrogen plasma exposure of GR/Ir(111). This Chapter is devoted to illustrate how a combined XPS and XPD investigation can provide insight on the correlation between the electronic and structural properties of N-doped graphene.

6.2 Experimental Details

The preparation of the Ir(111) single crystal and the subsequent growth of graphene were performed following the procedures already described in Section 4.2. The as-grown graphene was then exposed to nitrogen plasma at room temperature. Different combination of plasma pressure, position of the sample surface with respect to the plasma source and exposure time were tested. Optimal conditions were found for exposures with N$_2$ pressure of $2.5 \times 10^{-5}$ mbar performed with the sample placed in front of the plasma source.

6.3 Results and Discussion

As a first step, we followed the formation of the nitrogen-doped graphene on Ir(111) by monitoring the N 1$s$, C 1$s$ and Ir 4$f_{7/2}$ core level spectra after 3 and 10 minutes of plasma exposure, as shown in fig. 6.1(a-c). After 3 min
of nitrogen exposure, the N 1s core level region exhibits a broad spectrum, where at least four spectral features can be clearly distinguished, arising from nitrogen atoms in different chemical environments: N1 (400.3 eV), N2 (399.5 eV), N3 (398.2 eV) and N4 (397.4 eV). As the exposure time increases, N1, N2 and N3 progressively shift by about 0.3 eV towards lower binding energies, while N4 remains fixed. The measured binding ener-
gies match several previously reported photoemission data on N-doped graphene [10, 11, 13, 18–20], where the N1, N2 and N3 components were assigned to graphitic, pyrrolic and pyridinic nitrogen, respectively (see top part of fig. 6.1). On the other hand, the position of N4 is close to the N 1s core level binding energy measured for nitrogen atoms adsorbed on Ir(111), ranging between 397.3 and 397.6 eV [21]. Therefore, we assign N4 to nitrogen atoms that intercalate below graphene and chemisorb on the Ir substrate. It is noteworthy that, at this stage, the pyrrolic- and pyridinic-N are dominant in our sample (37 and 29% of the nitrogen total signal) with respect to the graphitic (21%) and atomic (13%) features.

The growth of several components in the N 1s core level region is paralleled by a broadening of the C 1s spectrum, reflecting the disruption of the graphene lattice induced by incorporation of nitrogen atoms. As a result, the main C 1s peak (C1) slightly shifts by 0.1 eV towards higher binding energy with respect to the position of the undoped graphene (284.1 eV), and a new, broad feature (C2) emerges at 284.3 eV. The latter is attributed to \( sp^2 \) C-C bonded atoms affected by the nitrogen inclusion in the carbon network. In parallel, several other components appear in the C 1s region: C3 (285.3 eV) and C4 (286.2 eV) are assigned to different C-N bonding structures, \( sp^2 \) C-N and \( sp^3 \) C-N bonds, respectively [22]. Carbon vacancies give rise to C5 (283.7 eV) [23], whereas the small C6 component (283.4 eV) is attributed to C atoms at the iridium steps [24].

The variations in the chemical composition of the graphene layer lead to noticeable changes also in the Ir 4f\(_{7/2}\) spectra. As already explained in Section 4.3, the Ir 4f\(_{7/2}\) spectrum of pristine GR/Ir(111) consists of two components, representing bulk (IrB at 60.84 eV) and surface (IrS at 60.31 eV) atoms, and it is very similar to that of clean Ir(111) [24]. Upon nitrogen plasma treatment, a new component IrSn appears between the surface and the bulk peaks at 60.60 eV, which eventually shifts by \( \sim 50 \) meV towards higher binding energies upon a second plasma exposure. This is paralleled by a decrease of the IrS photoemission intensity, due to the interaction of the N-doped graphene with the iridium substrate.

The XPS findings confirm the doping of the graphene layer and indicate that nitrogen atoms are embedded into the carbon network. However, a sizeable amount of N atoms intercalate underneath the graphene layer, as witnessed by the high intensity of the N4 peak. As already discussed for the O\(_2\) intercalation process on the GR/Ir(111) interface (see Section 4.3), intercalation takes place at pre-existing graphene defects or wrinkles. In this case, however, the inclusion of nitrogen atoms in the graphene lattice introduces defects in graphene, fostering further intercalation. As a result, the carbon network is damaged upon nitrogen plasma exposure.

In order to shed light on the thermal stability of the N-doped graphene we performed a thermal desorption experiment and monitored the N 1s core level during the annealing. Fig. 6.2a shows a selection of the time-
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Figure 6.2: Annealing of N-graphene/Ir(111). (a) Selected N 1s spectra measured during the annealing ramp. (b) Quantitative analysis of the evolution of the different surface species.

The lapsed N 1s spectra acquired during annealing of the substrate up to 1040 K. The quantitative analysis of these fast-XPS spectra is displayed in fig. 6.2b. Upon annealing, the total amount of nitrogen gets reduced to about 65% of the initial value. However, the most interesting aspect of the annealing process is the conversion of part of the pyridinic and pyrrolic species into graphitic nitrogen between 470 and 770 K, as indicated by the significant increase of the N1 component intensity at the expense of N2 and N3 in this temperature range. It should be noted that the transformation of nitrogen impurities upon postannealing has been already observed for similar interfaces [10, 20, 25]. Above 820 K, the intensity of the pyrrolic and graphitic components, which are the only ones still observed at this stage, gradually decreases. The behaviour of the atomic nitrogen component, which disappears above 770 K, resembles that observed on the pristine Ir(111) surface, where the nitrogen atoms desorb as N2 between 400 and 700 K [21]. Therefore, most likely the atomic nitrogen is not involved in the conversion process. The analysis of the XPS spectra suggests the conversion of pyrrolic- into graphitic-N. This should be the main process, as evidenced by the correlation of the intensities of these two components in fig. 6.2a, but the transformation of pyridinic-N cannot be ruled out.

Fig. 6.1d shows the core levels of interest measured at room temperature after the annealing at 1040 K. As described above, now the sample
contains nitrogen atoms only in graphitic and pyrrolic configurations with an intensity ratio of about 2:1. Remarkably, the Ir $4f_{7/2}$ spectrum measured after the annealing (d) is almost indistinguishable from that of the undoped system (a). Indeed, upon annealing the IrSn component is completely depleted, while the IrS intensity is fully restored. It is even more interesting to compare the Ir spectrum registered after the annealing and that measured after 3 minutes of plasma exposure, spectra (d) and (b), respectively. In both cases, the carbon lattice is N-doped. In particular, since the amount of nitrogen is smaller for the GR/Ir interface exposed to 3 min of plasma dose with respect to the annealed sample, as indicated by the corresponding N $1s$ integrated areas, one would expect the intensity of the IrSn component to be lower for the latter system. Surprisingly, what happens is just the opposite: although the larger number of nitrogen atoms included in the graphene layer, the IrSn component, which is related to the Ir surface atoms interacting with the N-doped graphene layer, cannot be detected after the annealing. This finding suggests that the interaction between N-doped graphene (with graphitic- and pyrrolic-N) and the Ir surface is weak and resembles that of the as grown graphene on Ir(111). This result indicates that the graphene layer is not significantly deformed upon nitrogen inclusion in substitutional and pyrrolic form, i.e., the nitrogen impurities are located in the lattice plane and do not induce a vertical deformation of graphene.

The major change in the C $1s$ spectra is a shift by $\sim$200 meV towards higher binding energy of C1, C2 and C3. The disappearance of the C4, C5 and C6 is interpreted as a great reduction of the defective sites caused by the plasma exposure, i.e., the high temperature annealing allows to partly recover the hexagonal lattice. The intensity ratio between the other components is roughly the same as it was before the annealing.

To gain further insight into the structure of the N-doped graphene, we performed XPD measurements by collecting N $1s$ photoemission spectra at different emission angles. These measurements were carried out on a graphene layer exposed to N$_2$ plasma for 30 min, and subsequently annealed to about 800 K in order to allow the conversion of the nitrogen species, with the maximum concentration of graphitic-N (see fig. 6.2b). Fig. 6.3a shows the stereographic projection of the N $1s$ photoemission intensity modulation of the graphitic component. The most interesting result of the XPD measurements is the striking similarity between the diffraction patterns of the N $1s$ graphitic component (N1) and the C $1s$ component (C1) of the pristine GR/Ir(111) interface (fig. 6.3b) measured at the same photoelectron kinetic energy. This further confirms that the inclusion of substitutional of nitrogen does not affect the local structural geometry of the carbon network.
In conclusion, in the experiment described in this Chapter, XPS proved to be a powerful tool to characterize in detail the composition of the nitrogen species and to understand how their concentrations modify upon annealing. Furthermore, the XPD investigation of N-doped graphene allowed for a deeper understanding of the bonding geometry of nitrogen atoms embedded in the graphene lattice.
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Chapter 7

Concluding Remarks and Outlook

Graphene and $h$-BN grown by chemical vapour deposition on metal supports have been introduced and their structural and electronic properties have been discussed in this thesis.

Chapter 3 has been devoted to the optimization of the CVD growth procedure of $h$-BN on Ir(111), which is so far the most promising candidate substrate for high-quality graphene-based electronics. Starting from the characterization of the adsorption of the $h$-BN molecular precursor, borazine, we found that molecular dissociation occurs already near room temperature, yielding molecular fragments readily available for the formation of the $h$-BN honeycomb structure. The annealing of the borazine saturated surface at high temperature leads to the formation of the $h$-BN layer, and repeated cycles of this procedure ensure an extended $h$-BN monolayer covering the whole Ir(111) surface. We observed that, compared to the standard CVD approach consisting in borazine deposition at high temperature, the method described above leads to a well-defined orientation of the $h$-BN layer. More precisely, while the ordinary high-temperature deposition gives rise to the nucleation of $h$-BN domains with opposite $fcc$ and $hcp$ orientations, our approach yields to a $h$-BN monolayer formed only by $fcc$ domains. This result is explained as due to a different interplay between the thermal energy and the energy difference between $fcc$ and $hcp$ adsorption configurations in the first stages of the CVD process. It is important to stress that the merging of different domains leads inevitably to the formation of defects and grain boundaries. Therefore, our CVD approach is an important step towards the development of reliable routes for the controlled growth of high quality $h$-BN monolayers.

Another objective of my PhD project has been to explore the possibility of tuning the interaction of graphene with different metallic substrates by oxygen intercalation. This idea was successfully pursued for two ex-
treme situations of weak, GR/Ir(111), and strong, GR/Ru(0001), interaction as illustrated in Chapter 4. We found that oxygen intercalation can be achieved on a complete epitaxial graphene layer on Ir(111) by choosing the proper combination of oxygen pressure (in the $10^{-3}$ mbar range), and substrate temperature ($520\,\text{K}$). Oxygen intercalation is followed by dissociative chemisorption on the metal substrate below graphene, this process being similar to the adsorption of oxygen on the clean Ir(111) surface. The characteristic spectral features of the graphene-Ir(111) interaction, such as minigaps and replica bands, are missing in the case of the O-intercalated graphene. At the same time, an upward shift of the $\pi$-band is observed, corresponding to an electron transfer from graphene to the oxygen-covered Ir surface, which leads to a quasi-free standing $p$-doped graphene with a single Dirac cone around the $K$-point. Similar results were found for the oxygen intercalation through graphene on Ru(0001), proving that intercalation is a viable route also for decoupling a strongly interacting graphene-metal interface. Oxygen deintercalation was also investigated for GR/O/Ir(111), this process occurring in a rather abrupt way at about $600\,\text{K}$. After deintercalation the graphene-Ir interaction is re-established. However, deintercalation causes also a slight etching of the carbon network, allowing additional intercalation/deintercalation cycles to occur at lower oxygen pressure and temperatures. Oxygen intercalation is therefore an effective method to change the graphene-metal substrate interaction. Furthermore, this approach opens a series of opportunities in the field of fundamental studies on graphene, where free-standing, highly ordered and extended layers of graphene are of utmost importance.

We made one step further and developed a novel transfer-free method based on intercalation, to achieve electrical decoupling of graphene from the metal substrate it is grown on. In particular, in Chapter 5 we have shown that it is possible to electrically insulate graphene from Ru(0001) by a stepwise intercalation of Si and O$_2$. Intercalation of 4 ML of Si at the GR/Ru(0001) interface leads to the formation of a Ru-silicide, which is then oxidized by additional reaction with intercalated O$_2$, eventually resulting in a 1.8 nm-thick SiO$_2$ layer. Si intercalation and oxidation were followed by high-energy resolution XPS, while the electrical insulation was demonstrated by performing lateral transport measurements. We extended the intercalation approach to the GR/Ni$_3$Al(111) system to achieve the electrical insulation of graphene. In particular, we have shown that epitaxial graphene grown on a bimetallic Ni$_3$Al(111) alloy surface and its subsequent intercalation with molecular oxygen results in the selective oxidation of the Al atoms and in the formation of a 1.5 nm-thick Al$_2$O$_3$ layer. It should be possible to take advantage of the intercalation to promote the chemical synthesis of other dielectric of high interest for graphene-based electronic devices, such as high-$k$ oxides or even $h$-BN. This approach would represent an encouraging prospect for the fabrication of devices based on graphene.
Finally, in Chapter 6 we have discussed the functionalization of graphene by substitution of C lattice atoms with N atoms. We have shown that it is possible to synthesize nitrogen-doped graphene on Ir(111) by nitrogen plasma treatment of the CVD-grown graphene. Different types of bonding configurations were identified by means of high energy resolution core level photoemission, namely, graphitic, pyridinic and pyrrolic nitrogen. We investigated the thermal stability of the N-doped graphene and found that graphitic nitrogen is the most stable configuration. Furthermore, the connection of the graphitic nitrogen arrangement with its corresponding spectroscopic fingerprint was unequivocally stated by performing photoelectron diffraction measurements, which gave a direct insight on the local geometry of the nitrogen atoms incorporated in the carbon network.

In conclusion, in this PhD project I have investigated the interaction of graphene and hexagonal boron nitride layers with different materials. In spite of the structural perfection achieved in graphene single layers, the development of procedures that allow the separation of the film from the metal substrates is still in its infancy. While quasi-free standing graphene could be useful for fundamental research, carbon-based electronics will require graphene to be placed on insulating substrates. Therefore many breakthroughs are soon expected in the field of graphene/insulator interfaces. These are fundamental issues to address, since in any technical application metallic contacts to graphene will be unavoidable and graphene will be likely placed on insulating substrates, including h-BN. We have shown that the comprehension of the atomic scale properties is a powerful approach towards a deeper understanding of graphene properties and optimization of graphene-based materials. I hope that the proven concepts and methods used in this work will foster further contributions to the development of a new generation of technologies specifically designed for 2D atomic crystals.
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Part of the study on the h-BN/Ir(111) (Chapter 3) can be found in:


The investigation of the oxygen-intercalated graphene/Ir(111) interface (Chapter 4) can be found in:


The work on the transfer-free method to decouple the graphene/Ru(0001) interface through a SiO$_2$ layer (Chapter 5) can be found in:
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List of the Acronyms

AES  Auger Electron Spectroscopy
ARPES  Angle Resolved PhotoEmission Spectroscopy
BE  Binding Energy
CLS  Core Level Shift
CVD  Chemical Vapor Deposition
DFT  Density Functional Theory
EDAC  Electron Diffraction in Atomic Clusters
EELS  Electron Energy Loss Spectroscopy
ESCA  Electron Spectroscopy for Chemical Analysis
EXAFS  Extended X-ray Absorption Fine Structure
HOPG  Highly Oriented Pyrolytic Graphite
LEED  Low Energy Electron Diffraction
MDC  Momentum Distribution Curve
NEXAFS  Near Edge X-ray Absorption Fine Structure
SCLS  Surface Core Level Shift
STM  Scanning Tunneling Microscopy
TM  Transition Metal
TPD  Temperature Programmed Desorption
UHV  Ultra-High Vacuum
XPD  X-ray Photoelectron Diffraction
XPS  X-ray Photoelectron Spectroscopy