


446  MARCIN GARBOWSKI 
 

Autonomous AI's. In my article I shall argue that the currently employed 
precautions are insufficient to assure human safety in case AIõs indeed gain 
autonomy. The general problem comes down to mainstream transhumanists being 
vague in defining what a human (or person) actually is while those, who take a 
position, tend to adhere to constructivist notions, which, as I shall argue, may be 
very risky in the long run. My proposal for mitigating most of the threats posed by 
Autonomous AIõs is what I call vitalistic personalism, which is a modified position 
based on a distinct merge of classical philosophy and a naturalist ontology in line 
with most proponents of transhumanist concepts. 
In this article I shall not delve deeply into the matter of how we should treat 

Autonomous AIõs once they emerge, whether or not we should respect their rights 
or not (as analysed, e.g. by Torrance 2007), the baseline scenario that I focus on, is 
one where such entities not only have the capacity to manifest their intellectual 
potential that proves them to be unequivocally self-governing but have the capacity 
to defend their rights (at least to the extent manifested by human beings). 

THE CONTEXT 

Autonomous AI, be it in the form of an embodied robot or a dispersed multi-
nodal system, is something that generates immense controversies due to the great 
opportunities and dangers which accompany this sort of technology (De Garis, 
2005). Autonomous AI causes a fair amount of anxiety in public reception because 
it generates associations with the malevolent AI from the popular fictional 
Terminator or Matrix series, capable not only of agency, but also of employing 
means that are more efficient than those of humans. Bostrom (2002, 2009), de 
Garis (2005) and Yudkowsky (2011) speculate about such scenarios where a super 
intelligent AI through its intentional or seemingly benign activities (such as 
optimizing the production of paperclips by a Superintelligent AI in the thought 
experiment proposed by Yudkowsky (2011) may pose a terminal existential risk to 
human beings as a species. 
In this article I shall not delve into the issue whether or not an AI agent may 

become òself-awareó or gain òconsciousnessó as these are barely tangible notions. 
For the sake of this discussion it is crucial to distinguish between Supervised 
(Artificial Narrow Intelligence) and Autonomous (Artificial General Intelligence) 
AI agents. The Supervised AI Agents are simply complex algorithms designed to 
fulfil a finite set of actions and are something which we would not consider AI at all 
in a colloquial sense. And yet we are noticing a significant rise of applications in the 
field of Autonomous AI Agents ð particularly in the field of robotics, with increasing 
levels of autonomy being entrusted to military, care-taker or even sex robots. A 
specific hybrid of the two, which is also already gaining significance nowadays, is the 
so-called Internet of Things, or else complex coordination systems designed to 
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serve a particular purpose, but also programmed to react to changes in a real-life 
and not isolated environment. The more autonomy is given to these embodied or 
dispersed electronical systems, the more detached they become from human 
control and the more risks they generate. Although there are many ethical concerns 
connected with the use of Supervised AI Agents, especially for the sake of 
surveillance, profiling citizens, disrupting the labour market, increasing inequalities, 
etc., academics, entrepreneurs and politicians have also voiced concern over 
Autonomous AI Agents. A joint declaration was devised and published after a 
meeting at the Asilomar Resort in 2017, where the key figures dealing with AI issues 
from a business and academic perspective joined forces to voice their opinion. It 
was signed by more than 1200 researchers in the field of AI as well as more than 
2300 other endorsers, among others Elon Musk, Ray Kurzweil, Stephen Hawking 
and David Chalmers to mention the more notable thinkers and entrepreneurs 
(Hawking et al 2017). Particular emphasis was put on aligning the value systems of 
these entities with human beings. To quote pertinent points from the declaration: 

10) Value Alignment: Highly autonomous AI systems should be designed so that 
their goals and behaviours can be assured to align with human values throughout their 
operation. 
11) Human Values: AI systems should be designed and operated so as to be 
compatible with ideals of human dignity, rights, freedoms, and cultural diversity. é 
21) Risks: Risks posed by AI systems, especially catastrophic or existential risks, 
must be subject to planning and mitigation efforts commensurate with their expected 
impact. é 
23) Common Good: Superintelligence should only be developed in the service of 
widely shared ethical ideals, and for the benefit of all humanity rather than one state 
or organization. (Hawking et al 2017). 

What seems to be the common feature of this declaration as well as the various 
White Papers and strategic documents which followed it (among others the White 
Papers for an AI Strategy for the European Union), is the vagueness and indefinite 
character of the terms used: such as how do we define the human being in reference 
to these Autonomous AI agents (I delved into this topic in more detail in the analysis 
of the original Asilomar Declaration in [Garbowski 2018]). Another issue is how to 
technically implement this notion into the software of the AI: obviously without 
elaborating a specific concept of what a human is in our relation with these entities, 
the task becomes increasingly arduous.   
The issue of human vs. autonomous AI relations has no precedent in 

contemporary times. There was no need to define what a òhumanó or òpersonó is, 
other than for political, social or religious reasons, in order to differentiate between 
groups of genetically near-identical human beings. In the past ascribing the term 
òhumanó or òpersonó meant basically a member of a distinguished subset of homo 
sapiens belonging to a particular tribe, excluding those who were, e.g. slaves or racial 
minorities. Human beings, on the other hand, would grant various entities with a 
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òhuman-likeó or òpersonhoodó status ð starting from religious entities (gods, angels), 
through òlegal personsó ð companies ð and recently expanding this status to non-
human animals (e.g. dolphins [Coelho 2013]). The complexity of these 
endowments are a topic for broader elaborations, but the key issue is that in some 
cases these entities did not have, or had a very limited capacity for reciprocity. One 
may argue that these delimitations serve a secondary purpose to those who provide 
specific entities with òpersonhoodó with rights attached to it (corporations, animals, 
contemporary robots), such as economical optimization or limiting the exploitation 
of animals. These entities did not ask for rights or status, yet humans for practical 
reasons or out of compassion have granted them personhood. However, this may 
change substantially when technological progress shall lead to the creation of 
artificial autonomous entities with their own agency ð robots endowed with AGI or 
uplifted animals. These potential beings, speculative as they may be, are the subject 
of discussion in the transhumanist discourse, which ever so often becomes the topic 
of mainstream discussions due to the statements uttered by Elon Musk or the late 
Stephen Hawking. 

TRANSHUMANIST CONCEPTS OF THE PERSON 

Despite a great deal being said in the transhumanist discourse on òtranscending 
the human condition,ó the definition of what constitutes a òhumanó is provided in 
a straightforward way. Indirectly one can assume that mainstream transhumanist 
thinkers (by that I mean the overwhelmingly secular strain which up until recently 
reigned supreme in the transhumanist community) inherit their understanding from 
the concepts originating in the Enlightenment with the human being considered a 
product of naturalistic processes. Regardless whether mainstream or not, practically 
all transhumanists assume the fundamental role of evolution in shaping human 
intellectual and emotional properties and they understand it as a phenomenon that 
can be explained scientifically as functions emerging from empirically cognizant 
processes which can be replicated in other substrates. These assertions lead to 
several significant conclusions for the current discussion, namely the human is just 
a stage of an evolutionary process and, what is crucial for this article, eventually it 
shall be possible to run similar processes akin to human neural activity and create 
human level AI or perhaps better. 
These  ontologically significant premises do not explain the issue of rights or else 

moral agency, be it of AIs or humans. Two leading transhumanist thinkers, James 
Hughes (2004) and Stefan Sorgner (2017), delve deeper into this topic, but they 
depart from the notion of the human being in the context of rights and focus on the 
notion of the person. 
James Hughes draws on the tradition of liberal Western democracy, the origin 

of which he perceives in the thought of John Locke and John Stuart Mill: 
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Transhumanism is a direct product of this radical democratic tradition. 
Transhumanists, like their democratic transhumanist forebearsõ want to create a 
global society in which all persons, on the basis of their capacity for thought and 
feeling, can participate as equal citizens, control their own affairs and achieve their 
fullest potential, regardless of the characteristics of their bodies. (Hughes 2004, 81-
82) 
Hughes criticizes the notion of human exceptionalism elaborated in the 

Universal Declaration of Human Rights (1948) as well as the Universal Declaration 
on the Human Genome and Human Rights (1997). 
Being ôhuman,õ whatever that means, is one of those irrelevant birth statuses, 

while ôreason and conscienceõ are the legitimate markers of who we owe ôthe spirit 
of our brotherhood. (é) Personhood bioethicists agree (such as Joseph Fletcher, 
Peter Singer, Michael Tooley) that rights of citizenship are due to persons, not 
humans, that not all humans are persons, and that humanness is not a necessary 
condition for personhood. (Hughes 2004, 82-83) 
Sorgner also draws on Singer, though he emphasizes the significance of suffering. 

He claims that the notion of personhood based on rationality or consciousness is 
insufficient, because it excludes a vast array of organisms, which do not pass Singerõs 
òmirror testó (Singer 2004, Sorgner 2017). 
According to these transhumanist thinkers, their criteria allow inclusion for both 

AI agents as well as animals (at least the ones with more advanced nervous systems); 
however, this puts into question the personhood of either foetuses or severely 
impaired humans. This in itself generates controversies, but according to a more 
constructivist, utilitarian outlook it may be justifiable. And yet, such elements as 
rationality, consciousness, or an ability to suffer are largely contextual and barely 
tangible phenomena, the attribution of which is largely arbitrary (Gunkel 2019). 
Moreover, currently granting the status of a person to a chimpanzee is one way: we 
or, more specifically, our law may respect it, but it cannot conceptualize or 
contextualize it. A chimpanzee cannot harm people (at least it can easily be 
contained) or abolish the social order and gain a dominant position in society. 
The case with Autonomous AI may very well be different, because we cannot 

anticipate whether or not it will not attain a position of operational superiority in 
relation to human beings and then it will decide on whether to harm, or not, these 
humans based on a pre-programmed (or worse yet self-programmed) notion of a 
human being. With sensors detecting those who òare rationaló or those òwho 
suffer,ó it may make moral decisions which are not in line with our expectations. 
It seems that both of these approaches focus predominantly on the 

empowerment of animals or other-than-human entities in general (while limiting the 
capacity for fundamental rights for a significant group of biological humans by 
referring to more functional or arbitrary criteria for personhood, e.g. human 
foetuses or adult humans experiencing certain categories of cognitive impairments), 
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which perhaps is not a morally questionable issue, but they lack a deeper analysis 
of the risks connected with the consequences of using such a notion of personhood 
on a broader range of entities. Most people (or living creatures in general) intuitively, 
not even based on rational considerations, in normal circumstances are 
apprehensive of harming or killing representatives of their own species. Soldiers, 
for instance, who are required to kill on command, require extended training, and 
even this turns out to have dire consequences for many of them causing trauma. 
Those who do not have these sort of qualms are regarded as psychopaths and they 
are not generally portrayed as morally virtuous persons. Cases where an exclusive 
concept of human personhood was applied, usually to dehumanize a particular 
group, historically as in the case of various chauvinistic ideologies of the twentieth 
century such as German Nazism with regard to Jews, Roma, Slavs and other groups 
or class genocide driven by the Khmer Rouge in Cambodia, were intended to limit 
the qualms on the side of the perpetrators to harm other human beings, arbitrarily 
excluded from the set of humans, on a mass scale, but due to natural feelings and 
accumulating trauma, such mass-scale spurts of genocidal activity were limited by 
external intervention and condemned, as if a species safeguard came into play 
triggered by the extent that a certain act of group dehumanization. On the other 
hand, in the case of autonomous entities which may have the capacity to harm 
human beings, be it on an individual or species-wide level, such natural safeguards 
or òqualmsó shall most probably not prevent an escalation, if a safeguard is not 
implemented into the AI agent at the design phase of its construction. Science-
fiction literature abounds with the most far-fetched examples of such experiments 
going astray, but for the sake of addressing the notions of personhood proposed by 
Hughes and Sorgner, one can imagine cases where a sufficiently capable AI, in line 
with attributing rights to òconsciousó or òsuffering beings,ó may lead it to 
preposterous interpretations. The most extreme case scenario could be an AI 
operating the nuclear missile arsenal of the United States which decides that the 
most effective measure for limiting suffering on Earth indefinitely is to eradicate all 
life on Earth (or at least the human species).  
Of course, the leading assumption in this article is that major powers are set to 

limit the possibility of a self-aware malevolent Autonomous AI occurring, with such 
possible attempts being limited, perhaps, to small, terrorist organizations. Without 
such an assumption in place, there is no point in discussing such safeguards, but 
nonetheless such a case seems highly unlikely, because releasing a malevolent 
Autonomous AI can be of great risk to its creator. However, as this article shows, 
even a seemingly benign approach to the issue which does not implement the right 
precautions, can lead to dire, even species-wide, effects. 
The safeguard must define a person, or more specifically: an entity bearing 

fundamental rights, predominantly inviolability, in the most unambiguous way. 
Such a concept will also be a construct. Nevertheless, if it is to be effective, it must 
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be grounded on an ontological foundation which may be most easily implemented 
into the software of an AI. It seems that such a criterion would have to be òlifeó 
itself. 

VITALISTIC PERSONALISM 

In this article I shall not argue for an ethical solution that must be implemented 
in the current social order, especially in Western and secular countries, but one that 
should constitute a complementary basis for personhood implemented in 
Autonomous AIõs to the ones proposed by Hughes and Sorgner. In line with 
Asimovõs laws of robotics: 

A robot may not injure a human being or, through inaction, allow a human being to 
come to harm; a robot must obey orders given to it by human beings except where 
such orders would conflict with the First Law; a robot must protect its own existence 
as long as such protection does not conflict with the First or Second Law. (Asimov 
1950, 26) 

An AI agent should accept such a definition of the human being as a safeguard 
that will provide no possible exceptions. This stance is to a certain extent compatible 
with the ethical and anthropological stance of personalism. Personalism, as an 
ethical stance putting emphasis on the inviolability of the person due to innate 
òdignity,ó was to a certain degree a response to the arbitrary character of modern 
utilitarian and deontological concepts. Personalism in its traditional form 
(associated with Karol Wojtyla and Jacques Maritain) does not employ a 
ònaturalistic baseó (having a DNA and being alive) per se, although through the 
inclusion of all cases of human beings as persons (including foetuses and the heavily 
impaired), it does so indirectly and inherently. 
The definition of vitalistic personalism would be a position that any entity is 

endowed with the status (dignity) of a person (with all the rights this position entails 
in classical personalism: i.e. right to life, liberty, pursuit of happiness etc., provided 
it constitutes a separate biological (carbon-based lifeform) organism with all the 
properties associated with a lifeform. 
This approach seems to be complementary with that of Steve Petersen who 

claims that it is unclear how any intelligent system could learn its final values, since 
it remains uncertain how one determines the content of a systemõs values based on 
its physical or computational structure and it remains disputed which values the 
system should aim to learn. To tackle these issues, he argues for a miktotelic 
approach that is supposed to provide the necessary values for achieving human/AI 
alignment by blending a variety of simpler values (Petersen 2020). However, due to 
the fact that Petersen moves within a functionalist-utilitarian paradigm, he does not 
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provide a statement grounded in ontology that could provide sufficient grounding 
for his ethical view. In his final conclusion he states:  
No doubt the miktotelic approach faces its own serious challenges. The most 

obvious is what I think of as the recipe problem: it will be difficult to determine what 
simple values, in what arcane mixture, together blend into genuine pursuit of a 
complex and friendly final goal. Normally we can try to reverse-engineer a complex 
recipe by patient trial and error. But when it comes to superintelligences, we 
probably wonõt have that luxury; our first trial (and error) is likely to be our last. 
(Petersen 2020, 427) 
In contrast to Petersenõs miktotelic approach, the apparent advantage of 

personalism with the vitalistic component distinguished as the decisive factor in the 
transhumanist context is that it safeguards humans from the autonomous AI as it 
does not leave much room for guess work concerning what sort of entities are 
òvaluedó as persons and which are not. The emphasis on òlifeó in òvitalisticó (vita ð 
Latin for life) is something that draws mostly unambiguous connotations, contrary 
to ònaturalistic.ó With a sufficient level of technology, we can imagine uplifting 
almost any element from the realm of òliving beingsó to a level of sentience, self-
awareness. Although this stance may be considered speciest by Peter Singer or 
Hughes, because it puts the human interest in the centre of the ethical system, in 
the onset of Autonomous AI this move seems nevertheless to be strongly justified. 
First of all, the development of strong Autonomous AI is considered a potential 
Existential Risk of the terminal kind (Bostrom 2002 and 2009) ð any mistake in the 
pre-programming of safeguards in these entities may lead to an extinction event. 
Preventing a global terminal existential threat in the form of human extinction is a 
goal worthy in itself to be pursued (which is a theme extensively explored by Torres 
2023). Beyond the prevention of terminal risks to humanity, the criterium of òlifeó 
is quite flexible for any future legislation. 
For we can speak of a òlimited vitalistic personalism,ó which includes only human 

beings, and its purpose is to protect them from potential malevolent actions from 
Autonomous AI (this paradigm could be mandatorily imposed on AI 
programmers). Yet a òbroad vitalistic personalismó could be eventually applied not 
only to humans, but also to animals or even plants, in order to broaden the scope 
of entities that are subject to the principle of inviolability. Vitalistic personalism does 
not exclude the application of other characteristics of the person, which may be 
used for the sake of granting Autonomous AI specific rights; however, in order to 
be effective, vitalistic personalism must be primary in relation to the more 
constructivist concepts of personhood. 
The broadening of the scope of vitalistic personalism should take into account 

the technical capabilities at hand. For example, currently granting personhood to all 
living entities could completely derail human civilization due to the lack of sufficient 
means to produce synthetic food to feed the worldõs population. The process of 
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broadening the practical application of this principle should be gradual: progress in 
the field of the production of synthetic meat or other nutritious products can liberate 
both animals and plants from the need of human exploitation. We may or may not 
include a hurdle that the categories of organisms that can be included are those 
which have the òpotential for reciprocity,ó meaning that currently ð or with sufficient 
alterations ð they may mutually respect the principle of inviolability. This would 
exclude, for now, predators and pests (e.g. mosquitoes), but would include plants 
that are not capable of actively hurting humans and, as has been hypothesized, can 
feel pain or fear in a distinct way (Khait et al. 2023). Nevertheless, in the long run, 
with the progress in the field of nano-technology and information technology, we 
may change our mode of existence to an entirely non-biological substrate, e.g. fully 
immersed VR, mind uploading, etc. and we may broaden this criterion of life to 
practically every living entity, because our connection with the biological world will 
at any rate be limited to near null.  

POTENTIAL OBJECTIONS 

i. Avoiding crucial ontological questions 

An objection that could be raised is that vitalistic personalism appears to be more 
practical or operational rather than philosophical. In other words, one could argue 
that it is not focused on discussing whether it is possible to attribute moral 
significance to intelligent machines (whether they are persons or even human), 
which is a philosophical question that is not per se tackled in this case. In this way 
vitalistic personalism is intrinsically human-centric, or as posthumanist critics may 
claim: anthropocentric (Ferrando 2019). 
In this case, my response would be that the status of living creatures is ultimately 

a legal question. By this I mean that it is not only normative in a descriptive sense, 
but it requires justification and means to enforce the norms. Although we may 
unilaterally grant rights to non-human entities, so far no other entities, apart from 
potentially being capable of a basic level of empathy (e.g. hypotheses connected to 
mirror neurons ð Ramachandran 1998), are capable of full reciprocity in the realm 
of respecting the moral norms which are associated with recognizing someone or 
something as a òpersonó. We cannot count on lions or bacteria to introduce a moral 
framework which respects our right to live. Insofar as the first non-human 
Autonomous General AI does not occur spontaneously, we can assume with high 
probability that any instance of such an entity coming into existence will be 
connected with a pre-programmed set of algorithms influencing the AIõs behaviour 
and perception of the world. 
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ii. Focusing on worse case scenarios 

Another consideration that may be taken into account is that only two 
possibilities are weighed: if artificial intelligence entities become persons, we run the 
risk of being annihilated as a species, whereas if we limit moral relevance and 
personality to òlivingó humans (or by extension other biological organisms), this 
does not happen. However, it could be argued that there is also the possibility of 
extending moral relevance to intelligent machines without forever compromising 
human survival. It could be said that perhaps it is advantageous for us to live in a 
world where intelligent machines are no longer just tools but become persons. This 
way, the possibility of having important relationships with particularly gifted entities 
increases, which could also enhance our own cognitive abilities in the long run. 
This view may have merit in theory, because it may be the case that an 

autonomous AI never comes into existence and we may carry on with specialized 
AI systems that are capable of performing tasks in limited scope procedures, as 
argued among others by John Searle (1980), William Grassie (2012) or Barry Smith 
(Landgrebe, Smith 2022), but well enough to replace most of human labour. In 
such a case, it may be practical to endow such systems with a legal personhood, in 
order to shift the economic model to a post-scarcity economy as envisaged by, 
among others Robert Hanson (2008) and Aaron Bastani (2019), allowing the 
taxation of AI systems and the redistribution of the money acquired this way in the 
form of universal basic income or else a fully automated luxury communism from 
Star Trek (Bastani 2019). This, in practice, would not differ from the spreading of 
legal status to other non-human entities, such as animals; i.e. in case of granting AI 
systems a certain level of protection from abuse ð or what is economically more 
relevant ð the creation of legal persons, i.e. corporations. This sort of approach does 
not contradict vitalistic personalism; it simply means that this approach is a 
precaution that never has to be put effectively to a test due to an AI system never 
becoming entirely autonomous. 
 
iii. Implications for cyborgs and extra-terrestrial encounters 

It could be argued that vitalistic personalism does not consider the possibility that 
humans could become increasingly cyborg in the future. Would humans with 
mechanical parts have fewer rights/less value than humans who are entirely 
biological? A similar question may arise if we consider that in the foreseeable future 
we might encounter extraterrestrials who do not share our DNA structure, e.g. are 
not carbon-based (Szocik 2023). Could they be considered persons? It would seem 
that extraterrestrials could not be, as they are not alive (biologically dissimilar to us). 
If extraterrestrials are also living beings (thus expanding the concept of life to include 
entities of this kind), one might wonder why we could not do the same with Ais and 
consider them to be living beings as well. 



455  Vitalistic personalism as a possible solution for transhumanist conundrums 
 

 
 

Vitalistic transhumanism does not discriminate non-biological components of 
biological entities, just as it does not discriminate against biological entities created 
in an artificial manner by way of cloning, in vitro fertilization or genetical engineering 
in general. Arguably the substrate constituting the particular entity-person is 
primarily biological and the cyborg elements are simply extensions of this being. 
Indeed a more complicated situation arises when a non-carbon based life form 
would be encountered. But then the principle of legal reciprocity takes precedence: 
if such a life form has the level of agency similar to non-human animals we do not 
have the dilemma if it is equal or higher than human. We can either negotiate this 
legal reciprocity or potentially be subject to discrimination which we cannot avoid. 
The key difference is that if it seems we are capable of controlling the process of 
this extra-human intelligent species coming into existence, they we would be 
personally responsible for bringing about our doom. For instance, the Neanderthals 
did not have the same level of influence on Modern humans, which replaced them, 
as we have on the potential creation of autonomous general AI. Some AI thinkers 
believe such a consequence is unavoidable, thus they argue a full-scale ban on AI 
research is necessary to avert this potentiality (Yudkowsky 2023, Yampolskiy 2022). 

CONCLUSION 

Transhumanist technology may eventually enable a òparadiseó on Earth for both 
proponents of traditional personalists who believe all human life is sacred as well as 
deep ecologists and posthumanists who believe that all biological life deserves to be 
preserved. In order to ensure such a state, it is necessary to assume a moral 
framework which not only provides all living entities, understood as separate 
persons, with fundamental rights. Despite the practical challenges of enforcing such 
a stance, the long-term effect may drive technological innovation in a manner which 
further reduces its negative impact on the biosphere and protects both humans and 
non-human life forms from potential technological existential risks, such as 
autonomous general artificial intelligences. This notion is radical in a certain way, 
but, paradoxically, it must be implemented slowly, not in the form of a revolution. 
For transhumanists who acknowledge the theory of evolution this should be no 
surprise. Even if this evolution proceeds at an exponential speed.          
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